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Preface

This report describes an analytical framework and associated metrics for examining future 
opportunities, vulnerabilities, and risks for the next 15 years to the U.S. energy transmission, 
storage, and distribution (TS&D) systems under a range of uncertain factors. This work is in 
support of the 2015 Quadrennial Energy Review (QER), which is focused on TS&D systems. 
Its purpose is to help our sponsor, the U.S. Department of Energy Office of Energy Policy 
and Systems Analysis (EPSA), assess how the TS&D systems will perform under high-stress 
scenarios, in which major shifts in energy demand, supply, or other uncertain factors have the 
potential to dramatically change the U.S. energy system. The results should lend insight to the 
formulation of policy responses and investment decisions intended to address challenges and 
opportunities.

The audience for this report includes energy decisionmakers and analysts in the public 
and private sectors, legislative staff at the federal and state levels, and others interested in energy 
policy and security. Other recent RAND publications on related topics include the following:

• Henry H. Willis and Kathleen Loa, Measuring the Resilience of Energy Distribution Sys-
tems, Santa Monica, Calif.: RAND Corporation, RR-883-DOE, 2015

• Christopher Guo, Craig Bond, and Anu Narayanan, The Adoption of New Smart-Grid 
Technologies: Incentives, Outcomes, and Opportunities, Santa Monica, Calif.: RAND Cor-
poration, RR-717-EMKF, 2015

• Keith Crane, Andreas Goldthau, Michael Toman, Thomas Light, Stuart  E. Johnson, 
Alireza Nader, Angel Rabasa, and Harun Dogo, Imported Oil and U.S. National Security, 
Santa Monica, Calif.: RAND Corporation, MG-838-USCC, 2009.

RAND Infrastructure Resilience and Environmental Policy Program

The research reported here was conducted within the RAND Environment, Energy, and Eco-
nomic Development Program. Since the development of the report, RAND has evolved this 
program into the Infrastructure Resilience and Environmental Policy (IREP) program. IREP 
performs analyses on urbanization and other stresses. This includes research on infrastructure 
development; infrastructure financing; energy policy; urban planning and the role of public–
private partnerships; transportation policy; climate response, mitigation, and adaptation; envi-
ronmental sustainability; and water resource management and coastal protection. Program 
research is supported by government agencies, foundations, and the private sector.
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land security, transportation and energy policy, and environmental and natural resource policy.

Questions or comments about this report should be sent to the project leader, Nicholas 
Burger (Nicholas_Burger@rand.org). For more information about RAND Infrastructure 
Resilience and Environmental Policy, see www.rand.org/jie/irep or contact the director at 
irep@rand.org.
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Summary

Purpose

The purpose of this analysis is to help the U.S. Department of Energy Office of Energy 
Policy and Systems Analysis (EPSA) assess how energy transmission, storage, and distribution 
(TS&D) systems might perform under high-stress scenarios in which major shifts in energy 
demand, supply, or other uncertain factors have the potential to dramatically change the U.S. 
energy system by 2030. RAND researchers developed an analytical framework and associated 
metrics for examining vulnerabilities, opportunities, and risks to U.S. TS&D systems through 
2030 under a range of uncertainties. We assess major stresses on and opportunities in three 
major TS&D systems: oil and refined-oil products, electric power, and natural gas. Separately, 
we also consider the resilience of these systems to short-term shocks and disruptions. EPSA 
requested this analysis to support the 2015 Quadrennial Energy Review (QER). The QER, 
which focuses on energy TS&D systems in this first volume, is a federal government initiative 
to systematically examine energy system performance and explore options to improve that per-
formance to address 21st-century objectives.

Approach

This analysis takes an empirical approach to developing scenarios that could plausibly stress 
TS&D systems within the time horizon of 2030. By empirical, we mean that we identified these 
stressing scenarios after we considered effects of varying key assumptions by one stress factor 
at a time, relative to a base case, and then examined system performance along a selected set 
of metrics. This approach is in contrast to selecting scenarios a priori without having first done 
an initial exploratory analysis to identify the key uncertain factors of interest. This approach is 
particularly useful when the probabilities of future uncertain events or key changes in TS&D 
systems cannot be easily quantified. To provide an analytical basis for selecting scenarios of 
interest for the QER, we examined different sets of assumptions regarding future supply and 
demand to explore uncertainties applicable to the TS&D systems examined, and we used 
a concise set of practical metrics to describe U.S. energy TS&D systems’ performance and 
vulnerabilities. To be consistent with the QER, we conducted all analyses of scenarios with 
models that others developed. In Appendix A, we provide details on the models.

We assume that the Reference scenario for each of the TS&D systems was the Refer-
ence case from the 2014 Annual Energy Outlook (U.S. Energy Information Administration 
[EIA], 2014a). We then explore a set of key uncertain factors intended to expose vulnerabilities 
and opportunities associated with TS&D systems, relative to the Reference scenario, under 
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assumptions of current policy, as well as other selected policy options through 2030. We also 
explore combinations of uncertain factors that could reveal potential long-term vulnerabilities 
and opportunities within each TS&D system. We then use the outputs of the exploratory 
analysis to identify stressing scenarios under various assumptions about the future and future 
policy choices. Finally, we discuss, in qualitative terms, the resilience of TS&D systems under 
selected disruptive events.

Petroleum and Refined-Oil Products

Over the past several years, trends starting in the 1970s in U.S. crude-oil and refined-oil prod-
uct markets have reversed: U.S. consumption of refined-oil products and natural gas liquids is 
down, while production has risen. In 2014, consumption had fallen to 8 percent below its peak 
in 2006, while U.S. crude-oil production had risen sharply. These two changes have driven 
and will likely continue to drive changes in petroleum and refined-oil product TS&D systems.

Performance Metrics

Consistently with the focus of the EPSA team, the RAND team focused on the following per-
formance metrics to evaluate the performance of domestic TS&D systems for crude-oil and 
refined-oil products under different production, consumption, and policy conditions:

• reliability: the degree to which available transport and storage capacity can consistently 
manage interregional flows by volume from producing areas to consuming areas

• affordability: comparative costs of transporting oil per barrel per 1,000 miles by alterna-
tive mode between regions

• sustainability: comparative greenhouse-gas (GHG) emissions of transporting oil per 
barrel per 1,000 miles by alternative mode between regions

• transport safety: comparative numbers of barrels of oil spilled per 1,000  barrels per 
1,000 miles by alternative mode between regions.

Scenario Analysis

We identified three factors that, relative to conditions in 2014, have the potential to substan-
tially stress the current level of performance of the TS&D system for crude-oil and refined-oil 
products:

• continued large increases in crude-oil production
• steep reductions in refined-oil product demand
• eliminating the U.S. legal ban on exports of crude oil.

We distinguish these longer-term stress factors from short-duration shocks, such as a major oil 
spill from a rail accident or a short-term refinery closure from a hurricane. We did not draw 
on system models to estimate performance in response to short-duration shocks, but we do 
discuss the implications of these shocks in qualitative terms in the context of resilience of the 
TS&D systems.

We drew on EPSA analyses that used the 2014 Annual Energy Outlook (AEO2014) 
Reference and High Resource oil output cases and that employed the Ponderosa Crude Flow 
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Model (see Ponderosa Advisors, undated) and Oak Ridge National Laboratory (ORNL) Total 
Risk Integrated Model (TRIM) for their analyses and projections. We developed our own 
RAND Low Consumption case, described below and in Appendix B, to explore a wider range 
of stresses on the system.

Key Findings

• Recent increases in crude-oil output from the Bakken formation, Williston Basin, and 
Eagle Ford shale have put pressure on the U.S. TS&D system for crude oil, especially 
railroads moving crude oil out of the Bakken area to the East Coast.

• Under most scenarios, currently planned additions to pipeline capacity, coupled with 
existing use of rail, should be sufficient to handle projected increases in output. However, 
in the High Resource case with a continued ban on exports, a combination of lack of 
demand for tight light crude and constraints on railroad capacity could lead to shutting 
in some production.

• In the event that the ban on U.S. exports of crude oil is lifted, transportation patterns 
would shift. Crude oil from the Eagle Ford and Permian basins in Texas would likely be 
exported; crude from the Williston Basin in North Dakota would be shipped south to 
refineries on the Gulf of Mexico in lieu of tight light oil from Texas. Current transport of 
this crude by rail to the East Coast would fall.

• The very large cost differentials between hauling crude via rail versus pipeline (two or 
three times) will lead to continued expansion in crude-oil pipeline capacity. However, dif-
ferences in projections of future capacity are large, with the highest projected increase in 
capacity for the United States running 50 percent more than the alternative.

• Large-scale use of rail to transport crude oil is likely here to stay because of the flexibility 
that rail provides.

• Competing analyses of GHG emissions associated with rail versus pipeline come up with 
different results.

• Spillage is generally lower when transporting oil by rail than by pipeline, but several high-
profile incidents have raised public concern about transport by rail.

• In the event of another major derailment, especially one involving loss of life, government 
authorities could impose a moratorium on all rail shipments until safety procedures were 
reviewed and improved. As long as such a moratorium is in place, it would severely affect 
production in the Bakken.

Implications for Resilience

The crude-oil and refined-oil product TS&D systems are robust in the face of disruptive events. 
Even in the event of substantial damage to the system, such as an earthquake in southern Cali-
fornia or terrorist attack that would severely damage refineries and import terminals in that 
region, supplies would flow relatively soon after the event, albeit at a cost in terms of higher 
prices at the pump (Meade and Molander, 2006).

Electric Power

Substantial amounts of U.S. coal-fired electric power–generating capacity might be retired 
by 2030 (Federal Energy Regulatory Commission, 2015). Large amounts of nuclear capacity 
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could be retired as well. Continuing to satisfy demand for electric power in the face of potential 
capacity retirements in a manner that ensures affordable, reliable power in an environmentally 
sound way is a key challenge facing the electric power–transmission and distribution system. 
Specifically, we focused on the implications of reductions in generating capacity on demand for 
bulk and additional feeder transmission capacity and consequent effects on the cost of power 
on a regional basis. To assess the potential extent of the challenge that these developments pose 
for the TS&D system, we worked with EPSA to assess potential major shifts in supply caused 
by changes in power-generating technologies and capacity and shifts in demand for power 
within the United States through 2030.

Performance Metrics

We examined performance of the electricity TS&D system in terms of three metrics selected 
as illustrative, although by no means inclusive of all aspects of performance:

• transmission: demand for new transmission
• affordability: changes in retail electric power prices by region stemming from changes in 

costs of expanding the transmission system and additional generation capacity in response 
to changes in generation mix

• sustainability: comparative GHG emissions under various futures.

Scenario Analysis

To understand the dynamics of TS&D systems for electric power, we used the Regional Energy 
Deployment System (ReEDS) model that the National Renewable Energy Laboratory (NREL) 
developed. We worked with NREL to model a base case guided by the EIA AEO2014 Refer-
ence case assumptions that included substantial retirement of coal plants based on existing 
environmental regulations. NREL ran the ReEDS model using different sets of assumptions 
corresponding to ten scenarios that we identified to illustrate potential major stresses or oppor-
tunities for the TS&D system relative to the 2014 base case. The stress scenarios considered the 
following factors individually and in combination:

• low and high demand
• cap on GHG emissions (which led to a higher rate of retirement of coal plants than in 

the base case)
• high market penetration of distributed photovoltaics (DPV)
• low and high natural gas prices
• low wind and solar costs
• high rate of retirement of nuclear plants.

Key Findings

• The ReEDS model represents the bulk and feeder transmission system and thus has 
some limitations on its ability to estimate whole-system transmission needs. However, 
in approximate terms, the United States by 2030 might need to increase megawatt-miles 
(MW-miles) of bulk and feeder transmission capacity by between 5 and 13 percent above 
current capacity.

• By 2050, a delayed build-out of transmission capacity is projected under the Greenhouse-
Gas Emission Cap  +  High Renewables  +  Reduced Demand scenario, and the lowest 
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expansion occurs in the High Renewables + Reduced Demand scenario. Even with less 
demand than in the base case, the GHG cap forces more transmission to regions where 
coal-fired plants are retired. Greater intermittent renewable capacity imposes higher 
demand for transmission lines.

• Total costs of new installed transmission capacity are estimated to be $23.1  billion 
($1.2 billion per year) in the base case and as high as $55.5 billion ($2.8 billion per year) 
in the worst scenario (Greenhouse-Gas Emission Cap  +  Nuclear Retirements  +  High 
Natural Gas Prices scenario). These estimates do not include the cost of investments to 
improve the reliability of the current transmission system nor additions to intraregional 
transmission lines that are not tied to renewable-energy production.

• The projected new capacity additions do not exceed recent historical capacity additions. In 
2010, the United States installed approximately $10 billion of new capacity, with annual 
amounts ranging from $3 billion to $13 billion over the past decade.1

• A 40-percent reduction of economy-wide GHG emissions from 2013 emission levels, is 
associated with a 5-percent or $0.005-per-kilowatt-hour increase in electricity prices for 
the High Demand cases from the base case. If demand falls as in the Low Demand case, 
electricity prices do not rise.

• Overall, expected transmission capacity additions in the ReEDS model runs are not asso-
ciated with increases in electricity prices that are significantly different from recent his-
torical changes or predicted increases from other recent modeling efforts. As with all such 
projections, these results depend on assumptions about the relative costs of alternative 
sources and, in particular, the rate at which the costs of renewable electricity falls.

Implications for Resilience

We make a distinction between what we call slow-moving–stress cases caused by changes in 
supply, demand, and cost and major but short-term system-scale disruptions. It is in these later 
cases that the concept of resilience is particularly relevant in assessing the performance of the 
TS&D systems. Extreme weather events, operator errors, premeditated physical or cyberat-
tacks, and other disruptions lead to power outages of varying severity. Recovery times for local 
outages are typically on the order of minutes or hours, although some areas do experience out-
ages of one or more days; at the national scale, the effects tend to be small. Utilities and public 
service commissions balance the costs of measures to reduce outages against the expected value 
of reductions in outages.

Long-duration outages over large geographic areas are much less frequent than local 
outages, but, when they do occur, they have serious impacts. Some events could disrupt the 
entire U.S. grid, potentially inflicting huge economic losses and disrupting critical services that 
depend on electricity (Council of Economic Advisers and U.S. Department of Energy Office 
of Electricity Delivery and Energy Reliability, 2013). A severe geomagnetic storm (from, for 
example, a solar storm) could induce large current flows that might severely damage high-
voltage transformers, leading to voltage collapse, resulting in a nationwide power outage. A 

1 ReEDS models only two-fifths of the transmission system (in 2010, 82.2 million MW-miles, a unit that represents 
a transmission line rated with a carrying capacity of 1 megawatt of power and a 1-mile extent) out of a total system of 
200 million MW-miles (U.S. Department of Energy, 2015c, Chapter 3, p. 52). However, the projections of $1.2 billion to 
$2.8 billion in annual capacity are only 12 to 28 percent of total expenditures on new transmission in 2010, substantially 
less than the share of the modeled transmission in the total transmission system.



xiv    Scenario Development for the 2015 Quadrennial Energy Review

targeted cyberattack on the entire U.S. grid could potentially lead to the same outcome. Steps 
can be taken to protect the grid from solar storms or cyberattacks, but the necessary tech-
nologies tend to be costly, and the actual risk is poorly understood. Other options applicable 
to outages of all types, but especially suited for widespread and long-duration blackouts, are 
available, such as microgrids that can be isolated from the larger grid, although actual costs of 
these measures are not well-established as yet. Utilities and public service commissions often 
debate approval of such measures because their value to ratepayers can be difficult to reconcile 
in the context of low-frequency, disruptive events and because the regulators might not always 
have the technical expertise to assess the prudence of investments that could make systems 
more resilient. Federal guidance on valuable resilience-enhancing measures could potentially 
accelerate deployment.

Natural Gas

Natural gas production in the United States has risen sharply, with annual production approxi-
mately 35 percent higher in 2014 than in 2005. These production increases are expected to 
continue. For example, in the EIA AEO2014 High Resource case, natural gas production 
could reach 34 trillion cubic feet (Tcf) annually by 2030, an increase of 43 percent over 2012 
levels of 24 Tcf. To collect, transport, and distribute this increased natural gas production, the 
U.S. TS&D system will have to be expanded.

The extent of pipeline capacity expansion will depend on the amount of gas produced, its 
location, and the locations where gas supplies are consumed. In a future in which the U.S. gov-
ernment facilitates exports of sizable amounts of liquefied natural gas (LNG), increased pipe-
line capacity would be needed to move gas to exporting regions, primarily the Gulf Coast but 
also the East Coast and coastal Canada. If lower natural gas prices drive continued increases 
in consumption, different configurations of pipelines could be needed to move supplies to 
demand centers.

Performance Metric

We sought to identify conditions that have the greatest potential to stress the natural gas 
TS&D system. Our analysis focused on the single metric of the cost of pipeline expansion. We 
considered other metrics related to safety and industrial base capacity, but they did not result 
in discernible changes from current conditions. The model also indicated that the natural gas 
storage system would not be stressed under the scenarios examined.

Scenario Analysis

We worked with EPSA to develop and analyze results from a small set of natural gas–sector 
modeling runs, which Deloitte MarketPoint carried out using its World Gas model. The natu-
ral gas scenarios enabled analysis of potential stresses on the U.S. natural gas TS&D system—
in particular, the potential need for and cost of new pipeline capacity in the context of differ-
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ing levels of consumption and prices among plausible futures. We looked at the scenarios that 
varied the following factors:

• U.S. demand for natural gas
• exports of LNG
• global demand for natural gas.

Key Findings

• Additional demand for natural gas pipelines under all scenarios is modest, less than recent 
additions.

• Increased capacity utilization plays a key role in mitigating demand for new pipelines.
• The ability to reverse pipeline flows plays a role in decreasing new pipeline construction 

as sources of supply and demand shift.
• In all of the scenarios examined, normal pipeline expansion and construction practices 

should be adequate to meet the demand for new pipeline.
• With modest demand for new pipeline capacity, we foresee few pressures that would 

increase the cost of building pipelines.

Implications for Energy Investments and Policy

The analysis above indicates that potential future stresses on the various TS&D systems exam-
ined in this analysis will be regional in nature. The most-immediate stress is on the railroads 
that transport oil out of the Bakken, Eagle Ford, and Permian basins. Pipelines are being built 
in these basins to link them to the mid-American pipeline systems that serve the Midwest and 
South Central United States. However, in the interim, large volumes of oil are being trans-
ported by rail, causing substantial congestion on rail systems in those regions. To reduce this 
congestion, additional pipelines will be needed to move oil out of these basins, connecting 
them more fully to the midcontinent system. Under a scenario of continued large increases in 
oil output from North Dakota and Montana and a continued ban on U.S. exports of crude oil, 
the economic case for building a pipeline from the middle of the United States to East Coast 
refineries would be strong. Stakeholders should begin now to address the benefits and costs of 
such a pipeline and the regulatory approvals that would be involved in such a decision. How-
ever, if the ban were lifted, the economic case for building such a pipeline would dissipate, with 
attention shifted to exporting the crude through existing or possibly new pipelines to Gulf 
Coast export facilities.

In none of our scenarios for the electricity TS&D system did we find problems in build-
ing, at reasonable cost, the additional transmission that would be needed. However, even in 
these scenarios, current industry could satisfy demand for new transmission lines without dif-
ficulty. What would be challenging would be the need for improved grid operations to manage 
a much more decentralized and distributed generation system.

For natural gas, strong U.S. production growth and changing supply and demand pat-
terns are likely to create a need for additional pipeline capacity and restructuring of natural gas 
flows, but, in all of the scenarios examined, the expected expansion is within historical norms 
and can be accommodated through normal natural gas–industry expansion.
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We also looked at the resilience of the petroleum and refined-oil products and the elec-
tricity TS&D systems and identified disruptive events in which regional disruptions would be 
possible, but in no instance did we identify a plausible scenario that would lead to prolonged 
systemic outages of these networks at a national scale.
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CHAPTER ONE

Introduction

Purpose

The purpose of this analysis is to help the U.S. Department of Energy Office of Energy 
Policy and Systems Analysis (EPSA) assess how energy transmission, storage, and distribu-
tion (TS&D) systems will perform under high-stress scenarios in which major shifts in energy 
demand, supply, or other uncertain factors have the potential to dramatically change the U.S. 
energy system by 2030. RAND researchers developed an analytical framework and associated 
metrics for examining vulnerabilities, opportunities, and risks to U.S. energy systems through 
2030 under a range of uncertainties. We assess major stresses on and opportunities in the three 
major TS&D systems: oil and refined products, electric power, and natural gas. This analy-
sis was requested to support the 2015 Quadrennial Energy Review (QER). The QER, which 
focuses on energy TS&D systems in its first volume, is a federal government initiative to sys-
tematically examine energy system performance and explore options to improve that perfor-
mance to address 21st-century objectives.

Approach

We began our analysis by first identifying a small set of practical metrics describing U.S. 
energy TS&D system performance and vulnerabilities. This analysis then took an empirical 
approach to developing scenarios that would stress the TS&D systems, in contrast to the more 
common approach of selecting a set of scenarios for analysis a priori. This approach is particu-
larly useful when the probabilities of future uncertain events or key changes in TS&D systems 
cannot be easily quantified. For each system, we explore the effects of varying assumptions 
regarding future supply and demand that revealed long-term vulnerabilities and opportunities 
within each TS&D system through 2030 by drawing on several existing simulation models 
of the U.S. energy system. Finally, we consider, in qualitative terms, the resilience of TS&D 
systems under selected disruptive events.

Robust Decision Making

EPSA asked RAND to support the scenario-analysis component of the QER in part because 
of our development of and experience with Robust Decision Making (RDM). RDM is an 
analytical framework for developing policy-relevant scenarios that reveal vulnerabilities of any 
type of physical or operating system under a set of uncertainties whose precise nature cannot 
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be described using probability distributions.1 In its most thorough implementation, RDM is 
interactive and employed through a participatory decisionmaking process with stakeholders 
and decisionmakers. As illustrated in Figure 1.1, RDM typically involves an initial step of deci-
sion structuring: identifying a proposed initial strategy along with goals, metrics, policy levers, 
system relationships and models, and uncertainties. RDM also requires a mathematical model 
of the system of interest and a business-as-usual (or proposed new) strategy or set of operating 
rules that will guide how the system will function in the future. In a typical application, the 
system model is run hundreds or thousands of times to generate a wide range of possible future 
realizations of system performance (called cases), distinguished by varying uncertain factors 
across plausible ranges (but for which a technically defensible probability distribution does not 
exist). This is called case generation.

An exploratory analysis, when coupled with a scenario-discovery algorithm (a mathemati-
cal approach to finding clusters of cases in which vulnerabilities in a system are estimated to 
be highest) leads to the identification of policy-relevant scenarios. That is, in contrast to a more 
typical scenario analysis, in which scenarios are hand-crafted at the start of an analysis, RDM 
runs the analysis backward and seeks to identify policy-relevant scenarios as an outcome of the 
analysis: One does not begin with scenarios in RDM; rather, scenarios emerge from the explor-
atory analysis.2 In contrast to a more traditional predict-then-act analytical approach, in which 
a system is simulated to predict the future and then tested for its sensitivity to a range of condi-
tions, RDM begins with a system as it currently operates and examines many different cases 
to identify the combination of uncertain factors that stress the system and thus reveal its vul-

1 RAND Corporation, undated  (b), lists numerous references that describe RDM in more detail. See also Lempert, 
Popper, and Bankes, 2003.
2 Scenario-discovery processes identify clusters of cases in the n-dimensional uncertainty space in which the system model 
projects some threshold level of vulnerability. The idea is to identify the conditions or levels of those uncertain factors that 
give rise to the clustering. These conditions then define a policy-relevant scenario. See “Futures Methodologies” (RAND 
Corporation, undated [a]) for more details.

Figure 1.1
Conceptual Diagram of the Robust Decision Making Process
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nerabilities under current policies. Vulnerabilities are defined as specific levels of performance 
metrics, below or above which a system fails to meet performance expectations in some sense. 
Scenarios emerge from this kind of analysis by observing clusters of cases that exhibit system 
failure or vulnerability. The combinations of uncertain factors that give rise to these clusters 
are the scenarios of interest. When a full RDM analysis is conducted, examination of system 
performance under the high-stress scenarios leads to insights about new operating strategies, 
investments, policies, and other actions to mitigate those stresses.

In the absence of comprehensive system-modeling tools for U.S. energy TS&D infra-
structure, we could not implement an RDM analysis in the time frame of this QER. However, 
we have employed the conceptual approach of RDM by working through a systematic process 
of identifying stressing scenarios for assessing vulnerabilities of the TS&D systems of interest 
to EPSA in response to a selected set of stresses. With limitations on model runs available to 
us within the time frame of the study, we truncated the generation of cases and instead moved 
more directly to identify scenarios of interest.

To illustrate the extent of resilience within the selected TS&D systems, we took a more 
qualitative approach to identifying short-duration, disruptive events. Not only is this analysis 
relevant for the current QER effort focused on energy TS&D systems; it can be extended as a 
foundational framework for future QER analysis on production and consumption, as well as 
other topics.

Steps Toward Creating Scenarios

1. Select Performance Metrics

We used a small number of selected metrics consistent with the QER goals of economic com-
petitiveness, low environmental footprint, and energy security. We identify them in subsequent 
chapters in the context of each of the TS&D systems. We worked with EPSA to focus on a 
subset of performance metrics that are most feasible, given current modeling capabilities.

2. Choose System Models and Data

For consistency, we conducted all analyses of scenarios with models used elsewhere in the 
QER; we did not develop any of our own models for this study. References are provided in 
Appendix A. We collaborated with EPSA to draw on these existing system models to identify 
key vulnerabilities and opportunities associated with each system as reflected in the perfor-
mance metrics. The base case for each of the TS&D systems was the Reference case from the 
2014 Annual Energy Outlook (AEO2014) (U.S. Energy Information Administration [EIA], 
2014a). For crude-oil and refined-oil products, we used the AEO2014 High Oil Output case, 
the Reference refined-oil product–consumption case, and our own RAND Low Consumption 
case for refined-oil products to develop additional scenarios. For the TS&D systems for elec-
tric power, we used model runs from the National Renewable Energy Laboratory’s (NREL’s) 
Regional Energy Deployment System (ReEDS) model to estimate effects on performance under 
various scenarios. For natural gas, we employed output of pipeline capacity and miles from the 
Deloitte MarketPoint World Gas model. We briefly describe model features in Appendix A.

3. Identify Key Uncertainties

For each system, we worked with EPSA to identify key uncertain factors bearing on pro-
duction, consumption, and other factors that could affect the trajectory of a TS&D system’s 
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performance through 2030. These uncertain factors do not have probabilities associated with 
them.

4. Choose Policy Options

We examined the TS&D systems as they operate under current policy, as well as a limited set 
of potential future policies. For example, we examined the implications of ending the current 
ban on exports of U.S. domestically produced oil in our assessments of the oil and refined-oil 
product TS&D system. In the case of electricity, we evaluated the implications of steep, policy-
driven reductions in emissions of greenhouse gases (GHGs).

5. Conduct the Vulnerability and Scenario Analysis

On our request, the developers of each of the models for each of the systems ran those models 
under varying assumptions of the key factors previously identified (detailed in Appendix A). 
Given time and modeling constraints for this QER, we necessarily needed to restrict model 
runs to a small number. In lieu of generating hundreds or thousands of cases, as we would 
in a fully implemented RDM analysis, we examined system performance against a base case 
over the time period of interest by considering one uncertain factor at a time to bound pos-
sible changes in system performance that might be associated with this factor alone. Where 
high or low values did not stress the system—on the evidence of an actual model run or, in its 
absence, by our own professional judgment—we noted those outcomes and eliminated those 
from further consideration. We designed the exercise to identify those factors in which changes 
in values assumed in the relevant base case had the greatest effect on the performance metrics 
of interest.

We also explored changes in combinations of multiple factors to identify key vulnerabili-
ties and opportunities, selecting combinations by hand (versus a machine-generated scenario-
discovery algorithm) based on the magnitude of effects associated with the particular uncer-
tain factors. Because we had few model runs of individual cases with which to work, we could 
not implement a formal scenario-discovery process. In the case of both electricity and natural 
gas, we moved directly to identifying scenarios of interest from basic building blocks of cases 
previously run for AEO2014.

6. Discuss Resilience

Without use of mathematical models and the analysis of individual cases, we also identified 
disruptive events to the TS&D systems through the lens of resilience. We define resilience as 
the state of service from a system resulting in response to a disruption. Our focus here is on 
acute events (e.g., natural or human-caused disasters) and not slower-moving changes (e.g., 
climate change). In the absence of appropriate modeling tools, we instead used a qualitative 
approach to analyze resilience, which entails identifying where concerns about resilience might 
emerge and describing policy issues or questions that should be addressed.

Organization of This Report

In the following three chapters, we examine the vulnerabilities of petroleum and refined-oil 
products, electric power, and natural gas systems through 2030, following the approach out-
lined above. We then conclude by recapitulating our findings and assessing their significance 
for policymaking and long-term investments.
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CHAPTER TWO

Petroleum and Refi ned-Oil Products

In the past several years, trends starting in the 1970s in U.S. crude-oil and refi ned-oil prod-
uct markets have reversed: U.S. consumption of refi ned-oil products and natural gas liquids 
is down, while production has risen. As shown in Figure 2.1, in 2014, consumption had fallen 
to 8 percent below its peak in 2006, while U.S. crude-oil production had risen sharply (EIA, 
2014c; EIA, 2014a). Th ese two changes have driven and will likely continue to drive changes 
in petroleum and refi ned-oil product TS&D systems.

Th e reduction in demand for refi ned-oil products between 2006 and 2014 in absolute 
terms has been largely driven by changes in the transportation sector (EIA, 2014c; see, for 
example, Table 3.7c). Improved vehicle fuel effi  ciency has resulted in lower demand for gaso-

Figure 2.1
Historical and Projected U.S. Production of Crude Oil and Consumption of Petroleum and 
Other Liquids
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line, as has reductions in per capita vehicle-miles traveled (VMT) stemming from the aging 
population and less interest in driving by teenagers and people in their 20s.1 Another factor 
includes increasing availability and acceptance of alternative-fuel vehicles (AFVs), such as 
electric-powered cars and ethanol and flex-fuel vehicles (Federal Highway Administration, 
2014).

Most of the new supply of crude oil comes from shale-oil plays in Texas and North 
Dakota; the latter is now producing at levels far beyond any seen before (North Dakota Indus-
trial Commission, undated; Platts, 2013). These increases in quantity and shifts in location of 
supply are reshaping the means and destinations of oil transportation within the United States.

These changes in crude-oil flows are occurring in the context of two major constraints. 
Oil, unlike natural gas or electricity, can readily be transported via a variety of modes, includ-
ing barge, rail, and truck, but the first and least expensive choice is generally pipeline. Pipeline 
construction is booming in the new oil-producing regions in North Dakota and Texas (Platts, 
2013; Davies, 2013; Association of American Railroads, 2013). These new pipelines are bring-
ing this oil directly to major hubs and refineries up and down the center of the country, includ-
ing Cushing, Oklahoma, and Patoka, Illinois, but not to the East and West Coasts.

However, new pipeline construction has not kept pace with production: As a consequence 
of the lack of pipelines, 70 percent of the oil from the Williston and Bakken formations is 
being transported by rail, much of it to Philadelphia-area refineries designed for such crude. 
All of this oil being transported to refineries in California goes by rail and barge. As a result, a 
massive increase in rail transport has accompanied the production boom. Railroads have been 
stressed as a result (Frittelli et al., 2014; Steffy, 2014; RBN Energy, 2014). Increased volumes 
of oil hauled by railroad are slowing movement of other commodities, including coal from the 
Powder River Basin and wheat from North Dakota and Montana (González, 2014; Gilmour, 
2014).

A second constraint on the movement of crude oil stems from the U.S. government’s ban 
on exporting domestically produced crude except to Canada. According to IHS, an economic 
forecasting firm and consultancy, the export ban has reduced wellhead prices of domestic 
crude because of a mismatch between increased output of domestic tight light oil and the con-
figuration of U.S. refining capacity (IHS, 2015). Gulf Coast refiners have invested heavily in 
complex processing facilities to process heavy, sour imported crude oils that are generally avail-
able at a discount to light sweet crude oil. According to EPSA analyses, in 2012, 67 percent 
of crude oil refined on the Gulf Coast was imported; 49 percent of these imports were heavy 
sour, and another 38 percent medium or light sour. Because of the ban on exports of crude 
oil, producers of light crude have had to offer their product at a discount to the international 
market price of Brent crude oil in order to move their product because such a large share of 
U.S. refining capacity is configured for heavier crudes. The lower price for tight light oil damp-
ens upstream investment (IHS, 2015, p. 7).

Key Issues

Given the status of the crude-oil TS&D system in the United States and the ongoing changes 
in the quantity and distribution of production and consumption of refined-oil products, we 

1 See McCahill, 2014, for a qualitative discussion of other drivers of VMT reductions.
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have identified some questions of which policymakers need to be aware as they consider statu-
tory, regulatory, and administrative actions that could affect private-sector investments in oil 
and refined-oil product TS&D systems.

First, between 2015 and 2030, are there scenarios under which parts of the TS&D system 
for crude-oil and refined-oil products will prove inadequate to meet the demands placed on 
them? If so, where and when are these shortfalls likely to occur, and what are the implica-
tions? Large shifts in the quantity and location of production and consumption of refined-oil 
products will, in the absence of corresponding changes in the TS&D system, have effects on 
the latter’s reliability, affordability, sustainability, and safety. Policymakers need to understand 
where and to what extent there might be risks to these systems.

Second, where is new capacity likely to be needed? What form will (or should) that new 
capacity take (e.g., pipeline and rail)? What factors, be they economic, regulatory, or other, 
might inhibit needed capacity from being developed? Are state or federal actions contributing 
to those roadblocks, or, conversely, could any actions alleviate them?

A third set of questions centers on resiliency. To what extent is the TS&D system resilient 
to disruption? What new or improved capabilities might make the system more resilient, and 
what federal or state actions could contribute to this end? This part of the analysis will also 
focus on the East and West Coasts, where bottlenecks in the TS&D system present potential 
resiliency risks.

For this analysis, we define regions by the Petroleum Administration for Defense Districts 
(PADDs), as shown in Figure 2.2. Much of the analysis related to the first two sets of questions 
above focuses on how light crude oil from the new production centers in PADD 2 can be trans-
ported to the light crude–focused refiners on the East Coast, as well as other destinations. We 

Figure 2.2
Petroleum Administration for Defense Districts

SOURCE: EIA, undated.
RAND RR1286-2.2
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also explore the implications of removing the export ban and whether regional shifts in flows 
caused by reduced demand are likely to have significant effects on the TS&D system.

Performance Metrics

As the first step in our approach outlined in Chapter One, we focused on the following per-
formance metrics to evaluate the performance of domestic TS&D systems for crude-oil and 
refined-oil products under different production, consumption, and policy conditions:

• reliability: the degree to which available transport and storage capacity can consistently 
manage interregional flows by volume from producing areas to consuming areas

• affordability: comparative costs of transporting oil per barrel per 1,000 miles by alterna-
tive mode between regions

• sustainability: comparative GHG emissions of transporting oil per barrel per 1,000 miles 
by alternative mode between regions

• transport safety: comparative numbers of barrels of oil spilled per 1,000  barrels per 
1,000 miles by alternative mode between regions.

Models and Data

In our second step, we drew on EPSA analyses that used the AEO2014 Reference and High 
Resource oil-output cases and that employed the Ponderosa model and Oak Ridge National 
Laboratory (ORNL) Total Risk Integrated Model (TRIM) for their analyses and projections. 
We developed our own RAND Low Consumption case, described below and in Appendix B, 
to explore a wider range of stresses on the system.

Key Uncertainties

In the third step of our approach, we sought to identify the conditions that have the greatest 
potential to stress the TS&D systems across the performance metrics listed above. We there-
fore identified scenarios that capture different combinations of uncertain factors that are most 
likely to stress the capacity and reliability of TS&D systems for oil and refined-oil products 
according to those metrics. We worked with the EPSA team to identify plausible ranges for 
each of the uncertain factors. This effort indicated which of these factors, or combinations of 
factors, were likely to have the greatest impact on U.S. TS&D systems for oil and refined-oil 
products. The factors considered and the levels chosen for analysis are as follows:

• crude-oil production: Great uncertainty exists regarding the extent and longevity of 
the current shale-oil boom. The Reference case suggests that production will peak before 
2020 and fall back below 2014 levels by 2030. By contrast, the AEO2014 High Oil and 
Gas Resource case (the High Resource case) projects much higher output of shale oil, 
such that domestic production of crude oil continues to increase, reaching a 2030 level 
that is 54 percent greater than in the Reference case (Figure 2.1). We use these two projec-



Petroleum and Refined-Oil Products    9

tions to bound oil output. Note that we did not select a Low Production case for analysis. 
Our objective was to identify cases that could stress the TS&D system; reduced produc-
tion would alleviate rather than increase stress (less oil moving through pipelines requires 
less pipeline capacity).

• refined-oil product demand: We use the Reference case for demand, which shows an 
immediate increase that flattens out by around 2020, declining slightly after that year 
(Figure 2.1). No AEO2014 alternative case projects demand that varies greatly from that 
in the Reference case; in 2030, the lowest alternative projection is about 10 percent below 
the Reference case. However, demand for refined-oil products might well drop below 
those levels over the course of the next two decades because of changes in transportation 
demand. If adoption of AFVs accelerates (driven in part by the availability of inexpensive 
natural gas and improved battery technology), fuel economy continues to rise, or current 
downward trends in VMT continue, the United States could experience far greater reduc-
tions in refined-oil product use than in any of the AEO2014 projections. If consumption 
falls, flows of refined-oil products will shift more toward export markets. For these rea-
sons, we have constructed the RAND Low Consumption case. Reduced consumption 
might not greatly stress the TS&D system for refined-oil products, but the associated 
shifts in refined-oil product sources and destinations could strain the current system.

Policy Options

The fourth step of the approach is to identify policy options. When building scenarios from 
the crude-oil production cases, we considered two alternatives: (1) continuation and (2) ces-
sation of the export ban. This policy change would affect to where and potentially how crude 
oil flows. Another potential policy change relating to reductions in GHG emissions would be 
subsumed in the RAND Low Consumption case. In the context of resilience, we consider, in 
qualitative terms, what would happen if all rail shipments of crude oil were shut down follow-
ing a major spill.

Scenario Analysis

EPSA identified four building-block cases for constructing scenarios of interest. These included 
the following:

• Reference case production (AEO2014)
• Reference case consumption (AEO2014)
• High Resource case production (AEO2014)
• RAND Low Consumption case (RAND, described below).

The Reference production, Reference consumption, and High Resource cases are from 
AEO2014, where they are well documented. The trajectories of output under these two cases 
are shown in Figure 2.1. However, we concluded that AEO2014’s alternative cases for con-
sumption could, in fact, be pushed down further. We therefore developed our own RAND 
Low Consumption case.
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Description of the RAND Low Consumption Case

We began with the AEO2014 Reference case consumption of petroleum and other liquids, 
as shown in Figure 2.1. These projections are largely driven by transportation consumption, 
which accounted for 73 percent of total consumption in 2012. After transportation, the indus-
trial sector accounted for the next-largest share of consumption. However, much of industrial 
use was for petrochemical and other manufacturing processes rather than for fuel. In con-
structing our RAND Low Consumption case, we leave industrial, residential, and commer-
cial use unchanged from their levels in the Reference case and focus on potential changes in 
transportation use. Within transportation, we adopt the Reference case projections for jet fuel 
and fuel for other uses (e.g., recreational boating) and focus only on road, rail, and shipping in 
our analysis. Appendix B details our assumptions and analysis for consumption by these sec-
tors within the RAND Low Consumption case. Figure 2.3 shows the Reference case and the 
RAND Low Consumption case.

Reference case consumption data are also available on a regional basis, but these regions 
do not exactly map to the PADDs. We estimate consumption by PADD by combining the 
regional projections with projections of U.S. population growth by state (U.S. Census Bureau, 
2012, 2013). Although overall consumption is relatively flat for the time period in question, 
demographic shifts drive increases in consumption of refined-oil products in PADD 3 and 
reductions in PADDs 1 and 2. For our RAND Low Consumption case, we project the regional 
distribution of consumption to match the Reference case projections. AFVs will likely achieve 
much greater penetration in certain regions—notably, PADD 5—than others; further refine-

Figure 2.3
U.S. Consumption of Petroleum and Other Liquids
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ment of this model could take that into account. We do not have regional data by transporta-
tion mode from the AEO2014 projections; we assume that international shipping is distributed 
between PADDs 1, 3, and 5 and domestic shipping between PADDs 2 and 3. Th e distribution 
of consumption by PADD in 2030 is shown in Figure 2.4 for both the Reference case and the 
RAND Low Consumption case. By 2030, overall consumption in the RAND Low Consump-
tion case is 20 percent lower than in the Reference case.

Scenario Development

Building on these individual cases, EPSA constructed the fi rst four scenarios for analysis sum-
marized in Table 2.1. We then developed our own scenario based on very low consumption of 
refi ned-oil products. Each of these scenarios represents a combination of uncertain factors and 
further assumes either the continuation or elimination of the export ban.

Figure 2.4
Consumption of Petroleum and Other Liquids, 2030, by Petroleum Administration for Defense 
District

SOURCE: EIA, 2014a.
RAND RR1286-2.4
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Table 2.1
Scenarios for Analysis

Scenario Production Case Consumption Case Export Ban

1 Reference Reference In place

2 High Resource Reference In place

3 Reference Reference Lifted

4 High Resource Reference Lifted

5 Reference RAND Low Consumption In place



12    Scenario Development for the 2015 Quadrennial Energy Review

Reliability

EPSA conducted separate analyses of the ability to move crude oil under the first four scenarios. 
We conducted our own analysis for the fifth scenario. As noted above, most of the increased 
output of U.S. crude oil has come from the Williston Basin (Bakken) in North Dakota and 
Montana and the Eagle Ford and Permian basins in Texas. EPSA found that pipeline compa-
nies have responded to the new oil-transport demands primarily with extensive modifications 
of existing pipelines, including reversing the direction of flows and repurposing natural gas 
pipelines for oil, and by constructing a limited number of new pipelines.

Despite these efforts to repurpose or build additional pipelines from the Eagle Ford and 
Permian basins to Houston, Corpus Christi, and other ports on the Texas coast and from 
North Dakota to such destinations as Cushing, Oklahoma, and Patoka, Illinois, rail and barge 
continue to play a major role in moving tight oil to U.S. refineries, especially from the Bakken 
to the East and West Coasts. See Figure 2.5.

EPSA concluded that, under scenario  1, currently proposed commercial pipeline 
projects—together with rail loading and off-loading facilities—will provide sufficient capacity 
to transport increased domestic crude-oil production projected to 2030. Additional pipeline 
capacity plays an important role in ensuring that this oil can be moved. In fact, EPSA con-
cluded that, without additional pipeline capacity, especially the conversion of Canada’s Energy 
East Pipeline from natural gas to crude oil, an estimated 600,000 barrels per day of Western 
Canadian crude could be shut in prior to 2030.

Figure 2.5
Major Crude Rail Routes from Petroleum Administration for Defense District 2 West to 
the East Coast, Gulf Coast, and West Coast

SOURCE: Farber-DeAnda, 2015, p. 9.
NOTE: Inter-PADD pipeline �ows are faded to highlight rail movements. Representational inter-PADD 
pipeline �ows exclude short-distance movements.
RAND RR1286-2.5
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In addition, failure to expand rail capacity would create challenges for producers in 
Alberta, Canada. Canadian oil shipped south to the United States by rail will continue to be 
substantial, even with the addition of Keystone XL and the Alberta Clipper expansion. EPSA 
analyses find that, in the event of delayed or canceled pipeline build-out in Canada (e.g., no 
Keystone XL and no Energy East), Western Canadian crude railed to the United States would 
be constrained. If no new rail capacity or pipeline is built, the lack of rail capacity in that sce-
nario would result in the shut-in of some 600,000 barrels per day of Western Canadian crude.

There are concerns about U.S. railroad capacity as well. Congestion and delays on rail-
roads in North Dakota and the Upper Midwest are already serious problems because oil com-
petes with the industrial and agricultural sectors for rail capacity. The Congressional Research 
Service writes that

BNSF (the railroad most directly serving the Bakken region) noted that its car loadings in 
North Dakota had more than doubled from 2009 to 2013, and that in October 2013, crude 
oil and agricultural car loadings surged by more than it could manage. Past experience has 
shown that railroad bottlenecks are not quickly resolved. (Frittelli et al., 2014, p. 17)

In scenario 2, additional demand for U.S. rail capacity would exacerbate the current situation, 
especially for crude being transported east to refineries in Pennsylvania, New Jersey, and Dela-
ware. Although the volumes shipped by rail from the Bakken to Washington State and from 
there to California by barge in scenario 2 could lead to congestion, the potential stresses on 
railroads to transport crude oil are not nearly as great as to the East Coast.

In scenario  2, the configuration of U.S. refiners and limitations on railroad capacity 
might work to constrain U.S. production, which, in turn, would affect transportation demand. 
In this scenario, EPSA found potential constraints on domestic U.S. production because of the 
configuration of the U.S. refining sector. According to the Ponderosa model, the U.S. refin-
ing sector can handle up to about 12 millions of barrels per day (MMb/d) of U.S. produc-
tion, depending on whether most production over 9 MMb/d has the preferred relative density 
(American Petroleum Institute gravity) of above 35 degrees. To meet this target, in addition 
to the availability of tight light crude, Canadian heavy-oil production would have to grow 
steadily and be available to U.S. refiners. However, when U.S. production exceeds 12 MMb/d, 
EPSA finds, the U.S. market becomes so saturated with light crude oil and condensates that 
refiners prefer to import heavier, costlier crudes from abroad rather than run additional, heavily 
discounted domestic crudes so as to preserve their yields. At that point, heavier crude oils give 
refiners a higher return than running additional cheap light crude. In scenario 2, the value of 
some domestic crude oils drops below the break-even price, and production would not be eco-
nomical, limiting increases in oil production and therefore demand for transportation services.

In terms of transportation capacity, through 2025, EPSA concluded, under scenario 2, 
currently proposed commercial pipeline projects coupled with rail will provide sufficient capac-
ity to transport the increased production of domestic crude oil to refineries. However, starting 
in 2025, under this scenario, some Gulf Coast crude oil could become economically infeasible 
to produce under assumed break-even prices because the ban on exports of crude oil pushes 
down prices of tight light domestic crude oil.

The elimination of the ban on U.S. exports of crude oil in scenarios 3 and 4 affect flows 
within the domestic infrastructure. Under the assumptions in scenario 4, ORNL TRIM finds 
that, by 2020, roughly 0.8 MMb/d of crude exports become economically feasible, according 
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to EPSA. This number rises to 1 MMb/d in 2025 but declines thereafter. Under scenarios 3 
and 4, Gulf Coast refiners stop importing light to medium crudes from abroad but continue 
to import heavy crude oil for refineries with specialized heavy crude processing capabilities. 
The Ponderosa model generates large export volumes. According to EPSA, it projects exports of 
1.5 MMb/d within the next several years, rising to more than 2 MMb/d by 2025, and declin-
ing slightly thereafter. Under scenarios 3 and 4, most of the oil for export would come from the 
Eagle Ford and Permian formations, while Gulf Coast refiners would absorb Bakken crude in 
lieu of the exported crude from Texas formations. Additional pipelines would transport crude 
from the Texas formations. Crude from the Bakken would be transported by additional pipe-
line capacity, railroad, and barge to the Gulf Coast.

However, scenarios 3 and 4 would alleviate pressure on the U.S. railroad system. In sce-
nario 3, the volume of Bakken crude oil hauled by rail could drop sharply by 2030 because 
additional pipeline capacity would be constructed to move crude oil from the Bakken south to 
ports along the Gulf of Mexico rather than east and west. However, in scenario 4, two addi-
tional pipelines are projected to be built that are not built in scenario 2.

In scenario 5, using the RAND Low Consumption case, demand drops by 20 percent 
from current levels, reaching about 14.4 MMb/d in 2030. Were such a scenario to play out, the 
movement of refined-oil products would have to shift to compensate for the declines in demand. 
For example, refineries in PADD 2 produce 5.0 MMb/d of petroleum products and other liq-
uids per year, which is roughly balanced by annual consumption in this PADD of 4.8 MMb/d. 
By 2030, however, in this scenario with the RAND Low Consumption assumptions, PADD 2 
refining capacity (assumed to be roughly unchanged) will significantly exceed demand, which 
drops to 3.6 MMb/d. Thus, Midwestern refiners would need to expand their service areas, 
displacing some product currently provided by coastal refiners or export product abroad. The 
same situation would occur in PADD 5, where demand (3.1 MMb/d) now roughly matches 
production (3.0 MMb/d). By 2030, the situation would flip, with supply exceeding demand by 
more than 20 percent. This extra coastal production could also serve a larger area or could be 
exported. Similarly, in PADD 1, where refining today meets about 67 percent of demand for 
products, that number would top 90 percent by 2030 in this RAND Low Consumption case. 
The Northeast and Mid-Atlantic regions, which currently receive product via the Colonial and 
Buckeye pipelines from PADD 3 or import product from abroad, would be able to satisfy their 
own demand.2 However, we consider it unlikely that these changes in demand would greatly 
disrupt the TS&D system, particularly because they would develop gradually.

Under all scenarios, when all of the envisioned pipeline expansions are completed, rail-to-
barge flows will decrease significantly.

Affordability

Table 2.2 shows projections by EPSA and IHS of new pipeline capacity that might be con-
structed through 2030 and its costs. Note that IHS projects substantially more pipeline con-
struction than does EPSA.

In general, pipeline is preferable to rail for transporting crude oil because of cost. EPSA 
has found that the cost of transporting crude by rail runs $15 per barrel from the Bakken to the 
East Coast, $12 per barrel to the Gulf Coast, and $9 per barrel to the Northwest, contrasting 

2 Production numbers are from EIA, 2014c.
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with estimated costs of possibly $5 per barrel for transporting crude oil by pipeline. These rail 
costs are two to three times the cost of shipping by pipeline. These numbers are consistent with 
those of other analysts, who estimate that the cost of shipping by rail is $5 to $10 per barrel 
more than by pipeline (Davies, 2013; Frittelli et al., 2014).

Pipelines are expensive, however. The costs of the capital expenditures for building out the 
pipeline infrastructure shown in Table 2.2 would be $34 billion and $40 billion, respectively, 
for the U.S. and Canadian build-outs for the EPSA projections and $52 billion and $72 billion, 
respectively, for the IHS projections. Although these costs would be lumpy, spreading them 
evenly between 2014 and 2030 yields a range of investment expenditures of $2.1 billion to 
$3.3 billion per year for the United States and $2.5 billion to $4.8 billion per year for Canada. 
As reported by EPSA, in recent years, expenditures on crude-oil pipelines in the United States 
have been substantially more than these figures. IHS Global, 2013, found that expenditures on 
crude-oil pipelines in 2013 ran $6.6 billion, up from $1.6 billion in 2010.

The proposed pipelines should be profitable. The Sandpiper pipeline, which will run a 
total of 612 miles from North Dakota to Minnesota and carry 225,000 barrels per day in one 
segment and 375,000 barrels per day in a different segment, is estimated to cost $2.6 billion 
(Enbridge, undated). If operated at an assumed capacity of 225,000 barrels per day, the project 
could generate $1.1 million, $2.2 million, or $3.4 million per day based on charges of $5, $10, 
or $15 per barrel, respectively, for an estimated payback period for the investment of as little 
as two to six years. Savings over rail transportation could run $1.1 million to $2.2 million per 
day.

However, such new pipeline projects need to secure long-term commitments from ship-
pers in order to obtain financing. In contrast, rail projects require only short-term contracts 
and offer more flexibility in moving oil to alternative markets when market conditions shift 
(Curtis et al., 2014). Consequently, despite the cost advantages, rail is expected to continue 
to play a much more important role in transporting crude oil than in the past, especially in a 
period of volatility in production volumes and prices.

According to EPSA analyses, only limited additional rail off-loading capacity is antici-
pated through 2030 for the United States even in scenarios 2 and 4. According to these analy-
ses, the only significant potential bottleneck in the United States would be 400,000 barrels a 
day of off-loading capacity expansion planned for PADD 5 in 2015. If this project does not go 
through, the absence of this capacity could limit crude transport by rail from North Dakota, 
especially if planned pipelines are delayed or canceled.

Table 2.2
Office of Energy Policy and Systems Analysis and IHS Projections Through 2030 of New Pipeline 
Capacity and Costs

Projection

EPSA IHS

Capacity, in Mb/d
Capital Expenditures, 
in Billions of Dollars Capacity, in Mb/d

Capital Expenditures, 
in Billions of Dollars

U.S. 11,960 34 17,939 52

Canada and Canada-
U.S.

5,645 40 17,176 72

Total 17,605 74 35,115 124

SOURCES: Personal communications from EPSA and IHS staff to the authors.
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Th e continued use of rail will need additional investments in railroads. According to 
IHS, projected investment by railroad to transport crude oil, natural gas liquids, and liquid 
petroleum gas between 2014 and 2025 would run $9.3 billion for crude oil and $6.7 billion to 
$7.5 billion for natural gas liquids and liquid petroleum gas. Th is yields total additional average 
annual investments in rail of roughly $1.5 billion.

Sustainability

We measure sustainability by the comparative GHG emissions of transporting oil per barrel 
per 1,000 miles by alternative modes between regions. However, assessment of mode-specifi c 
GHG emissions proved diffi  cult to evaluate. Competing analyses have shown confl icting 
results as to relative GHG emissions associated with rail versus pipeline (Lemphers, 2013).

Transport Safety

Railroad safety is a growing concern. Some major accidents have involved crude oil transported 
by rail in recent years, including a derailment in Quebec that killed 47 people and several 
derailments that led to fi res and explosions of oil-carrying cars. Th e U.S. federal government 
has approved new rules, including phasing out older tank cars in order to improve safety.

As shown in Figure 2.6, spillage has been generally lower in recent years when transport-
ing oil by rail than by pipeline (trucks spill far more than either), but high-profi le incidents 
have raised public concern about transport by rail  (Frittelli et al., 2014).

Figure 2.6
Oil-Spill Volume per Billion Ton-Miles

SOURCE: Frittelli et al., 2014, p. 11.
RAND RR1286-2.6
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Resilience

We identified potential weak points in the existing infrastructure and drew on prior analysis 
and lessons from recent experience to discuss some of the potential associated challenges and 
solutions. We did not have the benefit of specific model runs to inform this discussion.

Despite reductions in consumption in recent years, refined-oil products play and will 
continue to play a major role in the U.S. economy. Americans depend on the availability of 
gasoline, heating oil, and other products. When the cost of these products rises rapidly, the 
U.S. economy and the lives of U.S. citizens can be disrupted.

In the past, disruptions to refined-oil product markets have come in two forms:

• global price shocks triggered by abrupt cutoffs in foreign supplies of oil or unexpected 
surges in global demand that suddenly drive up world market prices for oil

• regional or local supply disruptions and consequent price increases, usually triggered by 
natural disasters.

When natural disasters temporarily disrupt regional or local supplies or when global price 
shocks occur, there are costs to households and businesses. These costs can be particularly 
burdensome for lower-income households. However, in the context of longer-term stress on 
TS&D, these disruptions tend to be transient. In recent periods, the U.S. economy has become 
more resilient in the face of global oil price shocks than it was during the time of the 1973 oil 
embargo because Americans use gasoline and diesel more efficiently. The U.S. government cre-
ated the Strategic Petroleum Reserve (SPR) to buffer the consequences of an abrupt disruption 
in global oil supplies. The SPR holds just under 700 million barrels of light crude oil (both sour 
and sweet) (U.S. Department of Energy, 2015b); crude oil can be withdrawn from the SPR at 
the maximum rate of 4.4 million barrels per day in response to a major disruption (Andrews 
and Pirog, 2012; U.S. Department of Energy, 2015a).3

The U.S. system of transporting and storing crude-oil and refined-oil products is gener-
ally robust and resilient in the face of disruptions. Oil and refined-oil products are shipped by 
a variety of modes: barge, pipeline, rail, and truck. When disruptions occur, shippers can shift 
cargoes across modes or, in the case of barge, rail, and road, add capacity by marshaling more 
ships and vehicles.

However, in the event of another major derailment that resulted in loss of life, govern-
ment authorities could impose a moratorium on all rail shipments until safety procedures were 
reviewed and improved. If this moratorium were to last an extended period of time, months 
rather than weeks, some production from the Bakken would be shut in because currently other 
transportation modes would be unable to pick up the slack. Presumably, the effects would be 
transient as new safety procedures were adopted. If the moratorium were to be permanent, it 
would lead to a decline in output in the United States commensurate with the current amount 
of oil being transported by rail. Eventually, pipeline capacity could be expanded, but this 
would take some years.

3 The U.S. Department of Energy claims a possible withdrawal rate of more than 4 MMb/d. See U.S. Department of 
Energy, undated. This number also appears in Andrews and Pirog, 2012. At the moment, the SPR holds 691 million barrels 
(U.S. Department of Energy, 2015b).
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Experiences with refined-oil product supply following Hurricane Sandy highlight some 
weaknesses in distribution systems in the Mid-Atlantic states. Demand in the area is primarily 
served by the New York metropolitan area shipping terminals, New Jersey and Philadelphia-
area refineries, and the Colonial and Buckeye pipeline terminals in Linden, New Jersey. Opera-
tions of all of these facilities were disrupted during and following Sandy—some from storm 
damage, but most from extended power outages. Many filling stations were unable to obtain 
fuel. Many of those that did were without electric power to operate their pumps: The resulting 
inability to obtain gasoline or diesel slowed relief and repair efforts (Center on Global Energy 
Policy, 2014; City of New York, 2013, pp. 136–142).

During Sandy, the Jones Act (formally, the Merchant Marine Act of 1920, Pub. L. 66-261) 
was waived, which facilitated barge delivery of refined-oil products from the Gulf Coast (U.S. 
Department of Homeland Security, 2012). However, other regulations, such as New York’s 
laws restricting margins on deliveries of gasoline and diesel (to prevent price gouging), were 
not relaxed, which curtailed suppliers’ ability to truck in fuel from other regions (City of 
New York, 2013, pp. 136–142). New York State has put forward one proposal to develop a 
predefined package of regulatory actions that can be taken immediately in response to an 
emergency, rather than figuring out appropriate steps after the event has occurred (Center on 
Global Energy Policy, 2014; City of New York, 2013, pp. 136–142).

Hardening distribution and delivery systems against extended power outages is another 
approach to improving resilience. There is a potential federal role in promoting such improve-
ments, from implementing measures to increase the resilience of the electric power grid to pro-
viding incentives to set up backup power for pipelines, terminals, and filling stations. Facility 
operators often cannot justify the cost of backup power when disruptions are infrequent. For a 
region as a whole, however, the lack of distributed backup power could slow down the recovery 
and reconstitution process.

A third takeaway from Sandy was the need for appropriately sited refined-oil product 
reserves. Because of the long supply chain to the Mid-Atlantic states and the Northeast, 
the potential for such a large part of the chain to be disrupted by a single event, and the 
region’s reliance on heating oil, extended disruptions of fuel-distribution systems could have 
serious consequences for vulnerable residents. In the aftermath of Sandy, the Department of 
Energy established the Northeast Home Heating Oil Reserve and the Northeast Regional 
Refined Petroleum Product Reserve, each of which holds 1  million barrels of product. Its 
cost-effectiveness in practice has not as yet been demonstrated. However, a systematic evalua-
tion to identify similarly vulnerable regions and the need for such reserves could help improve 
resilience to major disruptions throughout the United States (Center on Global Energy Policy, 
2014; City of New York, 2013, pp. 136–142).

Refined-oil product–distribution systems along the West Coast are more isolated from 
the rest of the country than other regions are. Refineries in the San Francisco Bay Area, the 
Los Angeles area, and the Central Valley meet most demand in the West. These refineries 
are located in earthquake zones. If, for example, a major earthquake were to severely damage 
the Los Angeles refineries, 500 Mb/d of capacity, one-third of the gasoline, diesel, and other 
refined products consumed west of the Rockies, would be off-line until the refineries could be 
repaired or, in the worst case, rebuilt (Ortiz, Samaras, and Molina-Perez, 2013). Replacing this 
supply would present major challenges, particularly in the face of damage to the Los Angeles 
ports themselves. The same holds if a terrorist attack were to severely damage refineries and 
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import terminals in California; supplies would flow relatively soon after the event, albeit at a 
cost in terms of higher prices at the pump (Meade and Molander, 2006).

Replacing such a large quantity of refined-oil products would be difficult, but the current 
U.S. refined-oil product–distribution system should be adaptable enough to meet demand in 
southern California in such an event, just at additional cost. Part of the demand could be met 
by importing refined oil products through the Bay Area ports and then transporting by rail or 
truck to southern California. However, this would necessitate obtaining a waiver concerning 
the use of specially formulated gasoline and diesel, which is possible under the Energy Policy 
Act of 2005 (Pub. L. 109-58).4 Existing product pipelines from the southern California refiner-
ies to northern California could be reversed. A combination of these three measures should be 
sufficient to cover almost all demand in southern California. These measures would push up 
the price of gasoline and diesel sharply, at least in the first several months.

Key Findings

• Recent increases in crude-oil output from the Bakken-Williston and Eagle Ford shales 
have put pressure on the U.S. TS&D system for crude oil, especially railroads moving 
crude oil out of the Bakken area to the East Coast.

• Under most scenarios, currently planned additions to pipeline capacity, coupled with 
existing use of rail, should be sufficient to handle projected increases in output. However, 
in the High Resource case with a continued ban on exports, a combination of lack of 
demand for tight light crude and constraints on railroad capacity could lead to shutting 
in some production.

• In the event that the ban on U.S. exports of crude oil is lifted, transportation patterns 
would shift. Crude oil from the Eagle Ford and Permian basins in Texas would likely be 
exported; crude from the Williston Basin in North Dakota would be shipped south to 
refineries on the Gulf of Mexico in lieu of tight light oil from Texas. Current transport of 
this crude by rail to the East Coast would fall.

• The very large cost differentials between hauling crude of rail versus pipeline (two or three 
times) will lead to continued expansion in crude-oil pipeline capacity. However, differ-
ences in projections of future capacity are large, with the highest projected increase in 
capacity for the United States running 50 percent more than the alternative.

• Large-scale use of rail to transport crude oil is likely here to stay because of the flexibility 
that rail provides.

• Competing analyses of GHG emissions associated with rail versus pipeline come up with 
different results.

• Spillage is generally lower when transporting oil by rail than by pipeline, but several high-
profile incidents have raised public concern about transport by rail.

• In the event of another major derailment, especially one involving loss of life, government 
authorities could impose a moratorium on all rail shipments until safety procedures were 

4 The Energy Policy Act of 2005 

includes provisions that will limit the future growth of new boutique fuels allowable under [Clean Air Act] Section 211(c) 
and provides additional authority to EPA [the U.S. Environmental Protection Agency] to waive boutique fuel requirements 
when necessary to help alleviate unexpected supply disruptions. (EPA, 2006, p. 3)
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reviewed and improved. As long as such a moratorium is in place, it would severely affect 
production in the Bakken.
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CHAPTER THREE

Electric Power

Since the beginning of the Great Recession, demand for electricity has fallen or stagnated, 
as shown in Figure 3.1. According to the AEO2014 Reference case, between 2013 and 2030, 
demand is projected to increase 17.4 percent, an average annual rate of 0.9 percent. Compared 
with those in past decades, this rate of increase is modest, but, compared with the past few 
years of stagnating demand, this forecast might even be high. Sources of supply are shifting 
as substantial amounts of older coal-fi red capacity are being retired and policies are enacted 
requiring increased use of renewable resources. Electricity that these plants had generated is 
now being generated by natural gas–fi red power plants and from wind energy. Th ese shifts, 
especially toward wind energy, have placed new demands on the transmission grid. In the 
future, broader use of distributed generation, such as rooftop solar or smaller natural gas–
powered generation for microgrids, could create new challenges for electricity transmission 
and distribution systems. Th e challenges of intermittency from wind and solar will also lead 

Figure 3.1
Historical and Projected U.S. Consumption of Electricity, 2011–2030
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to greater demand for electric storage. Th e California Public Utilities Commission is already 
mandating that electric power providers build storage capacity to ensure electric power can be 
reliably provided as intermittent sources of supply account for an increasing share of the gen-
erating mix (California Public Utilities Commission, 2013).

Th is chapter assesses projected impacts that a broad range of factors, including prospec-
tive change in sources of generation and electric power demand, could have on transmission 
capacity, energy prices, and GHG emissions. We also examined challenges in the context of 
TS&D systems’ resilience to a variety of disruptions.

Key Issues

Continuing to satisfy demand for electric power in the face of potential capacity retirements 
in a manner that ensures aff ordable, reliable power in an environmentally sound manner is the 
key challenge facing the electric power TS&D system. Substantial amounts of U.S. coal-fi red 
electric power–generating capacity could well be retired through 2030, under revised U.S. 
regulations limiting emissions from coal-fi red power plants. Figure 3.2 shows EIA’s projections 
of coal capacity retirements through 2040 from AEO2014. AEO2014 projects around 60 giga-
watts (GW) of coal plant retirements by 2020, 20 percent of total coal-fi red capacity, and 
5 percent of total U.S. generation capacity. New regulations, including EPA’s Mercury and Air 
Toxics Standards and Clean Power Plan rules, could lead to substantially higher retirements 
than EIA has projected.1 Large amounts of nuclear capacity could be retired and replaced 
with other generation sources, as a consequence of high costs of new plant construction, costs 
of upgrades to extend licenses for aging plants, and competition from cheaper gas-fi red gen-
erators. Replacing existing coal generating capacity to meet environmental constraints and 

1 EIA projections are based only on existing laws and not proposed regulations.

Figure 3.2
Projected Cumulative Retirements of Coal-Fired Generating Capacity, 2012–2040
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installing additional capacity as electric power demand grows could put stress on the TS&D 
system in some places where the location of generating capacity will have shifted.

In a future in which the U.S. government seeks to substantially reduce emissions of GHGs, 
on the order of 40 percent, major increases in generation from renewable energy sources, as 
well as natural gas, would be necessary. Wind power might require significant new transmis-
sion capacity, depending on where wind capacity is sited relative to electricity demand centers. 
Intermittent renewable technologies could drive increased demand for energy storage capacity. 
However, if future demand for electricity stagnates or even drops as a consequence of efficiency 
gains, or if the U.S. government puts less emphasis on reducing GHG emissions, existing coal 
plants with possibly some new additions near current sites and existing or new natural gas 
generation could serve to supply U.S. electricity demand without requiring major changes in 
TS&D systems within the bounds of the parameters explored.

Performance Metrics

To evaluate potential stresses on and opportunities for the U.S. electricity TS&D system under 
different production, consumption, and policy conditions posed by these prospective changes, 
we use the following performance metrics:

• transmission: demand for new transmission in megawatt-miles (MW-miles)2

• affordability: changes in retail electric power prices by region stemming from changes in 
generation and costs of expanding the transmission system

• sustainability: comparative GHG emissions under various futures.

Model and Data

We ran all scenarios through NREL’s ReEDS model (Short et al., 2011). The major outputs of 
ReEDS include, by region, “the amount of generator capacity and annual generation from each 
technology, storage capacity expansion, transmission capacity expansion, total electric sector 
costs, electricity price, fuel prices, and carbon dioxide (CO2) emissions” (NREL, 2015).

Key Uncertainties

We worked with EPSA to create a series of ten scenarios3 of changes in power-generating tech-
nologies and capacity and shifts in demand for power within the United States through 2030 
to evaluate potential stresses on the electric power TS&D system. We sought to vary individual 
factors and then combinations of factors that represent a range of stress scenarios for the U.S. 

2 A MW-mile is a unit of measure in transmission line capacity that represents a transmission line rated with a carrying 
capacity of 1 megawatt of power and a 1-mile extent.
3 To simplify our discussion in this chapter, we refer to the variation of both single factors and combinations of factors as 
scenarios rather than distinguishing the single-factor variations as cases as done in Chapter Two.
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electricity system through 2030.4 The scenarios are shown in Table 3.1 and described in the 
following section. We further note that the selection of these scenarios does not imply their 
likelihood but rather reflects our informed judgment about the likely factors that could lead to 
higher-stress cases over the next 25 years.

We chose this set of ten scenarios because they provide an opportunity to assess vulner-
abilities in the electric power system relative to the base case. The single-factor scenarios allow 
us to examine the consequences of individual, controlled changes in the energy model that 
affect outcomes of interest when compared to the base case. The combination scenarios show 
how multiple changes in the energy system can either exacerbate or mitigate the individual 
factor effects. Except where we note deviations from the base case, each scenario uses the base-
line parameters (e.g., base-case demand).

Where we disaggregate our analysis by region, we report results for the NREL ReEDS 
regions that were defined in the Renewable Electricity Futures Study (NREL, 2012). ReEDS 
divides the United States into 356 resource-supply regions based in great part on the availabil-

4 To capture stresses that could affect the TS&D system around 2030, we ran these cases through 2050 as well.

Table 3.1
Scenarios Generated from Regional Energy Deployment System Model Runs

Scenario Type Name Summary Description

Base case Base case All baseline parameters (see Table 3.2)

Single factor Low Wind Cost Wind Vision high cost reduction (U.S. 
Department of Energy, 2015c)

Single factor Low Solar Cost Solar technologies achieve $1.50-per-watt (W) 
equivalent in 2020 and $1/W equivalent in 2040 
(U.S. Department of Energy, 2012)

Single factor High Natural Gas Prices AEO2014 Low Oil and Gas Resource

Single factor High Distributed Photovoltaics SunShot Vision price declines of 62.5 to 
75 percent

Single factor Low Demand AEO2014 Low Electricity Demand

Single factor High Demand AEO2014 High Economic Growth

Combination Greenhouse-Gas Emission Cap + Reduced 
Demand

GHG cap; reduced demand

Combination Greenhouse-Gas Emission Cap + High Nuclear 
Retirements + High Natural Gas Prices

GHG cap, high nuclear retirements, high natural 
gas prices

Combination Greenhouse-Gas Emission Cap + High 
Renewable-Energy Penetrationa + Reduced 
Demand

GHG cap, low wind cost, low solar cost, reduced 
demand,b high PV, low storage cost

Combination High Renewable-Energy 
Penetration + Reduced Demand

Low wind cost, low solar cost, reduced demand,b 
high PV, low storage cost

SOURCE: Cases created by EPSA, RAND, and NREL.

NOTE: PV = photovoltaic.
a High Renewable-Energy Penetration = low wind cost, low solar cost, high PV penetration, and low storage cost.
b The QER Reduced Electricity Demand case is a special demand case designed to accompany the Low GHG case 
in most model runs. It is similar to the AEO2014 Low Electricity Demand case, with slightly higher levels of energy 
use across all years.
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ity of renewable energy resources within each region. These regions are then aggregated into 
balancing areas, areas that are or might be connected by transmission lines to balance demand 
with available supplies of renewable energy, reserve-sharing groups, and finally a close approxi-
mation to North American Electric Reliability Corporation (NERC) regions (NREL, 2014). 
For the purposes of this analysis, we focus on the NERC regions: (1) Northwest, (2) Great 
Plains, (3) Great Lakes, (4) Northeast, (5) Mid-Atlantic, (6) Southeast, (7) Central, (8) Texas, 
(9) Southwest, (10) California, and (11) Florida. We provide a map of these NERC regions in 
Figure 3.3.

Base Case

The QER’s base case serves as a common point of departure for all of the scenarios we explored 
in the analysis. The base case is based on the AEO2014 Reference case. However, some key 
parameter assumptions embedded in the ReEDS model differ from those in AEO2014.5

Table 3.2 summarizes the assumptions embedded in the QER’s base case that are relevant 
to our analysis. For the RAND analysis, we seek to demonstrate, through our selection of sce-
narios, how these assumptions might affect system performance. We did not, however, explore 
the validity of each of these assumptions.

We derived the base case’s assumptions regarding regional variations in power plant cost 
from a 2013 study that estimated such variations by accounting for regional differences in cli-
mate, seismic design, remoteness, urban high-density population issues, labor wage and pro-
ductivity differences, and projected increases in overhead associated with location (EIA, 2013a, 
p. 2-5).

In this section, we discuss the six building-block scenarios built from the base case that 
were represented in the ReEDS model runs.

Low Wind Cost Scenario

Wind power assumptions in the Low Wind Cost scenario are informed by the Department of 
Energy’s Wind Vision study (U.S. Department of Energy, 2015c). Wind Vision represents a 
variety of “aggressive but attainable” growth scenarios for the wind energy industry, revisiting 
the claims of a 2008 department report titled 20% Wind Energy by 2030 (U.S. Department of 
Energy, 2008). For this scenario, we assume that land-based wind overnight capital costs fall 
from $1,590 to $1,782 per kilowatt in 2013 to $1,281 to $1,540 per kilowatt in 2030.6

5 The National Energy Modeling System (NEMS) and ReEDS are structured very differently: Even given the exact same 
inputs, they will give different answers. For example, ReEDS has 134 regions to NEMS’s 18. ReEDS considers only the 
electricity sector, while NEMS considers all energy sectors and the interplays between them. ReEDS does not represent 
self-consumed electricity (e.g., behind-the-fence combined heat and power), while NEMS does. ReEDS handles renewable-
energy capacity value and curtailment calculations much differently from how NEMS handles them. ReEDS represents 
wind and solar resources with more granularity than NEMS does, which changes how much and where things get deployed. 
ReEDS represents transmission and transmission constraints, which changes where and how much generation gets built. 
NEMS has a representation of natural gas supply, while ReEDS uses static supply curves.
6 The lower bounds are for generation when wind speeds are high, and the upper bound for when wind speeds are low. 
The figures are in 2013 dollars, which are a little less than 2 percent more than 2012 dollars, the unit used elsewhere in the 
report.
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Low Solar Cost Scenario

Th e QER’s Low Solar Cost scenario draws on the Department of Energy’s 2012 SunShot 
Vision Study for parameter estimates regarding utility-level PV, distributed PV (DPV), and 
concentrating solar power (CSP) with thermal energy storage (TES). In particular, the Low 
Solar Cost scenario refers to a scenario from the SunShot Vision Study in which prices for 
utility-level PV, DPV, and CSP with TES are assumed to fall by 62.5 percent between 2010 
and 2020 and achieve a 75-percent cost reduction in 2040. In most respects, solar assumptions 
would match those of the SunShot Vision Study’s “SunShot” scenario (U.S. Department of 
Energy, 2012, p. 5).

Th e QER Low Solar Cost scenario also relies on a 2012 study by Black and Veatch for 
parameter estimates regarding CSP without TES. Key assumptions from the Black and Veatch 
study are listed in the report (Black and Veatch, 2012, p. 3).7

7 All CSP power generation would be located in the Southwest United States; trough systems would be the technology of 
choice until 2025, after which tower systems would be constructed; CSP systems would be dry-cooled; and tower confi gura-
tions would use multiple towers.

Figure 3.3
North American Electric Reliability Corporation Region Map

SOURCE: EPA, 2015.
NOTE: This is a representational map. Many of the boundaries shown are approximate 
because they are based on companies, not strictly geographic boundaries.
RAND RR1286-3.3
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High Natural Gas Prices Scenario

The High Natural Gas Prices scenario assumes that natural gas resource availability is lower 
than in the base case, resulting in higher natural gas prices. It is based on the Low Oil and 
Gas Resources scenario in AEO2014, in which the estimated ultimate recovery at shale wells is 
assumed to be 50 percent lower than in the AEO2014 Reference case (EIA, 2014a, p. IF-12). In 
this scenario, the average cost per million British thermal units of natural gas rises from $5.02 
in 2010 (in 2010 dollars here and throughout this chapter) to $9.94 in 2050.

High Distributed Photovoltaics Scenario

The High Distributed Photovoltaics scenario (DPV stretch case) corresponds to a scenario 
analyzed in the Department of Energy’s 2012 SunShot Vision Study. It assumes that prices for 
DPV power systems will fall by 62.5 percent between 2010 and 2020 and by a total of 75 per-
cent by 2040, yielding 83 GW of DPV in 2030 and 245 GW of DPV in 2050 (U.S. Depart-
ment of Energy, 2012, p. 263). This scenario is consistent with continued sharp declines in 
solar PV costs, which fell by approximately 50 percent between 2000 and 2010. Although past 
technological advancement and price declines might not continue at the same pace, our goal is 
to identify a high-stress scenario that captures high penetration of DPV.

Table 3.2
Base-Case Outputs

Parameter Based on Values

Costs of conventional power generation, 
including coal, nuclear, conventional hydro, 
and natural gas (conventional and advanced 
combined cycle)

AEO2014 Reference case; 
hydro power capital costs are 
from Hall et al., 2003

See AEO2014

Solar costs (levelized cost of electricity), 
measured as CSP with storage, given in dollars 
per kilowatt

AEO2014 Reference case; 
alternatives from SunShot 
Vision Study

1,452 in 2010, 1,775 in 2030, and 
1,775 in 2050

DPV costs, measured as installed capacity 
increases, given in gigawatts

AEO2014 Reference case; 
alternatives from SunShot 
Vision Study

1.8 in 2010, 33.6 in 2030, and 
59.0 in 2050

Electricity demand (generation), given in 
terawatt-hours

AEO2014 Reference casea, b 3,936 in 2010, 4,507 in 2030, and 
5,158 in 2050

Natural gas prices, given in 2010 dollars per 
million British thermal units

AEO2014 Reference case 5.02 in 2010, 6.15 in 2030, and 
9.94 in 2050

Nuclear retirements NREL assumes 60-year 
lifespan 

99.4 GW total retirements 
between 2010 and 2050. 
Assumes nuclear plant life is 
60 years. 

Wind costs, given in dollars per kilowatt AEO2014 Reference case 1,849 in 2010, 1,751 in 2030, and 
1,710 in 2050

SOURCES: EIA, 2014a; Hall et al., 2003; U.S. Department of Energy, 2012; NREL, 2015.
a Initial 2010 demand is based on the 2010 Electric Power Annual (U.S. Department of Energy, 2011), which 
reported 2010 demand at 3,739 terawatt-hours. NREL adjusted this demand upward by 5.3 percent to account 
for distribution losses. Total demand does not include most self-served load and combined heat and power from 
Alaska and Hawaii.
b Demand in ReEDS is specified through region-specific growth parameters. Demand in each region-year is 
exogenously determined relative to the base year, 2010. We present total demand for simplification. ReEDS 
does not include industry-generated and consumed electricity but imputes a value based on AEO2014 demand 
projections.
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Low Electricity Demand Scenario

The QER’s Low Electricity Demand scenario departs from the base case in its assumption of 
lower demand in 2030 and 2050 than in 2010. Overall, the assumptions in this scenario are 
based on AEO2014’s Low Electricity Demand case (EIA, 2014a, p. IF-46).8

High Electricity Demand Scenario

The High Electricity Demand scenario is based on the AEO2014 High Economic Growth 
case. As a consequence, energy consumption and energy use for generating electricity are 5 per-
cent higher in 2030 than in the base case. All other energy and electric power market assump-
tions are the same as in the Reference case (EIA, 2014a, pp. E-6, A-41).

Greenhouse-Gas Emission Cap + Reduced Demand Scenario

The Greenhouse-Gas Emission Cap + Reduced Demand scenario assumes that total GHG 
emissions in the United States are reduced by 40 percent. We created it by running NEMS 
and determining the amount of GHG reduction that occurs in the electricity sector. We then 
transferred this GHG reduction to ReEDS for the Greenhouse-Gas Emission Cap scenarios. 
This “medium-low” electricity demand is the electricity demand from the NEMS run that cre-
ated the Greenhouse-Gas Emission Cap scenario. That demand was used for ReEDS for the 
scenarios specified here.

Greenhouse-Gas Emission Cap + Reduced Demand + High Nuclear Retirements + High 
Natural Gas Prices Scenario

In this scenario, we employed the assumptions about high nuclear power retirements and high 
natural gas prices described in Table 3.1 with the Greenhouse-Gas Emission Cap + Reduced 
Demand scenario.

Greenhouse-Gas Emission Cap + Reduced Demand + High Renewable-Energy Penetration 
Scenario

To create this scenario, we combined the assumptions about low wind cost, low solar cost, high 
PV penetration, and low storage costs described in Table 3.1 with the Greenhouse-Gas Emis-
sion Cap and Reduced Demand scenario.

Reduced Demand and High Renewable-Energy Penetration Scenario

This scenario is based on the assumptions about low wind cost, low solar cost, high PV pen-
etration, and low storage costs described in Table 3.1 (High Renewable-Energy Penetration) 
with Reduced Demand.

8 The following assumptions underpin this scenario: All of the assumptions of the AEO2014 Best Available Demand 
Technology scenario for the residential and commercial sectors, including that only the most-efficient equipment of a given 
year is available for purchase, regardless of cost; building shells increase in efficiency at a faster rate than in the AEO2014 
Reference case; distributed electricity generation costs decrease at a faster rate than in the AEO2014 Reference case; and 
electric motors in industrial equipment have greater efficiencies than in the AEO2014 Reference case.
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Policy Options

Three of the combination scenarios in Table 3.1 explicitly include a cap on GHG emissions 
of 40 percent below 2005 levels to be achieved by 2030. For the other scenarios, we assume 
that current policy with respect to GHG emissions remains in place. For those cases with 
GHG caps, we used a reduced-demand profile to mimic the price-responsiveness of consumer 
demand.

Scenario Analysis

In this section, we compare the consequences of the scenarios in Table 3.1 in terms of demand 
for new transmission capacity as measured in millions of MW-miles, the cost of new trans-
mission capacity, reductions in GHG emissions, and changes in the cost of electricity. We 
also address storage and changes in distribution system demand (through assumptions about 
DPV demand). We then compare model results to the base case, which is based on AEO2014 
assumptions.

Variation in Installed Transmission Capacity Across Scenarios

For the 2030 time horizon, the greatest expansion in installed transmission capacity relative 
to the base case occurs in the Low Wind Cost scenario.9 In this scenario, total transmission 
capacity is 13 percent more than the total installed transmission capacity figure employed in 
the ReEDS model in 2010. Transmission capacity additions in this scenario are 2 percent-
age points higher than in the base case (Figure 3.4). (The numbers of additional millions of 
MW-miles of transmission capacity are shown in Figure 3.5.) The least expansion occurs in 
the High Renewable-Energy Penetration + Reduced Demand scenario, which is 6 percentage 
points lower than in the base case. The difference between relative extremes is 8 percentage 
points between the High Renewable-Energy Penetration + Reduced Demand and Low Wind 
Cost scenarios. This significant difference can be explained by the reduction in demand in the 
High Renewable-Energy Penetration + Reduced Demand case, as well as greater penetration 
of distributed generation sources closer to consumers. As seen in Figure 3.4, for all but one of 
the modeled scenarios, the additional transmission capacity installed between 2010 and 2030 
is less than 10 million MW-miles.

For a 2050 time horizon (Figure C.1. in Appendix C), the greatest expansion occurs in the 
Greenhouse-Gas Emission Cap + High Renewable-Energy Penetration + Reduced Demand 
scenario with total transmission capacity 31 percent higher than the base case. The lowest 
expansion once again occurs in the High Renewable-Energy Penetration + Reduced Demand 
scenario with cumulative installed transmission capacity that is 7 percent lower than in the 
base case. The difference between these two extremes is 36 million MW-miles. Increases in the 
Greenhouse-Gas Emission Cap + High Renewable-Energy Penetration + Reduced Demand 
scenario are largest in the Northwest, Great Plains, Great Lakes, and Texas. Even with less 
demand than in the base case, the GHG cap forces more transmission to regions where, like 

9 As noted above, ReEDS models only two-fifths of the transmission system (in 2010, 82.2 million MW-miles out of a 
total system of 200 million MW-miles (U.S. Department of Energy, 2015c, Chapter 3, p. 52). The figures and percentages 
cited in this section are based on the 82.2 million MW-miles figure with some comparisons for the entire 200 million MW-
mile system.
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these, coal-fired plants are retired. Further, greater intermittent renewable capacity imposes 
higher demand for transmission lines.

Taking total installed transmission capacity as modeled by ReEDS and spreading it uni-
formly over the 2010–2050 period results in the upper-bound 2030 scenario (Low Wind Cost) 
having an average annual increase in transmission capacity of approximately 0.6 percent or 
546,000 MW-miles per year and the upper-bound 2050 scenario (Greenhouse-Gas Emission 
Cap + High Renewable-Energy Penetration + Reduced Demand) having an average annual 
increase in transmission capacity of approximately 1.2 percent, or 1 million MW-miles per 
year.10 Even after taking into account that ReEDS models only two-fifths of the transmission 
system, the projected new capacity needs are lower than recent historical capacity additions.11

Total estimated costs (in 2010 dollars) of this newly installed capacity are $23.1 billion 
($1.2 billion per year) in the base case and as high as $55.5 billion ($2.8 billion per year) in the 

10 The ReEDS model is designed to emphasize endpoint results rather than specific annual build-outs, hence our use of 
annualized averages.
11 Based on the Brattle Group’s analysis (Chang, Pfeifenberg, and Hagerty, 2013).

Figure 3.4
Percentage Changes in Transmission Capacity, by Scenario, 2010 and 2030

SOURCE: ReEDS model runs.
RAND RR1286-3.4
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worst-case scenario.12 Assuming that intraregional transmission additions remain 60 percent of 
total transmission costs, this fi gure suggests total annual expenditures on transmission might 
range between $3 billion and $7 billion annually.13 In 2010, the United States installed approx-
imately $10 billion of new capacity, with annual costs ranging from $3 billion to $13 billion 
(in 2010 dollars) in the past decade.14

Transmission Capacity by Region

Figure 3.6 shows total transmission capacity by region for the base case and two scenarios 
with the highest and lowest total installed capacity. Diff erences across scenarios and between 
regions relative to the base case are within the bounds of model error and therefore not sig-
nifi cant. More-signifi cant build-outs occur by 2050, according to the model runs, and a clear 
diff erence emerges among the scenarios by 2050, as shown in Appendix C.

At the regional level, there is relatively little variation in installed transmission capacity 
across the scenarios that generate the highest and lowest levels of additional capacity between 
2010 and 2030. Th e highest is the Great Lakes region, with roughly a 15-percent diff erence 

12 As noted above, ReEDS models only two-fi fths of the transmission system (in 2010, 82.2 million MW-miles out of a 
total system of 200 million MW-miles (U.S. Department of Energy, 2015c, Chapter 3, p. 52).
13 Based on the Brattle Group’s analysis (Chang, Pfeifenberg, and Hagerty, 2013).
14 We note that these cost calculations might not be using consistent assumptions (e.g., inclusion of operation and mainte-
nance costs).

Figure 3.5
Additional Installed Transmission Capacity, by Scenario, 2010 and 2030
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between the maximum and minimum scenarios for total capacity, which reflects nearly a 
100-percent difference between the maximum and minimum additional capacity. For most 
scenarios for regions, the difference between maximum and minimum additional capacity is 
less than 1 million MW-miles. The results look different, however, in the 2050 time horizon. 
There are notable differences between the highest and lowest installed transmission capacity 
across the explored scenario for the following regions: Northwest, Great Plains, Great Lakes, 
Southeast, Central, and Texas. For four out of those six regions (all but the Southeast and Cen-
tral), the primary driver of the transmission expansion is the 40-percent cap on GHG emis-
sions, the corresponding decline in electricity generated by coal-fired power plants, and the 
increased use of renewable energy.

Among these six regions in 2050, the greatest difference between the highest and 
lowest transmission builds occurs in the Great Lakes region. The Greenhouse-Gas Emis-
sion Cap + High Renewable-Energy Penetration + Reduced Demand scenario calls for the 
greatest expansion in transmission capacity, which is driven by dramatic reductions in coal-
fired generation and significant increases in wind capacity. The High Renewable-Energy Pen-
etration + Reduced Demand scenario results in the lowest expansion of transmission lines, 
although the expansion is not significantly different from the base case in 2050, as shown in 
Figure C.1 in Appendix C.

Effects of Wind and Solar on Transmission, by Region

Although assumptions of low solar and wind cost lead to increased solar and wind capacity, 
neither has an appreciable effect on transmission capacity in 2030 compared to the base case. 

Figure 3.6
U.S. Transmission Capacity, by Region and Scenario, 2030
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Total transmission capacity is marginally higher under the Low Wind Cost scenario than the 
Low Solar Cost scenario (2 percent), but neither scenario diff ers from the base case substantially 
in terms of increased construction of transmission capacity, particularly in light of the uncer-
tainties in model assumptions. Total transmission capacity in the Low Solar Cost scenario is 
actually lower than in the base case (–1 percent) (Figure 3.8). Th is result holds at the regional 
level, with modest transmission increases occurring only in the Great Lakes (9 percent) and 
Great Plains (6 percent) regions, and then only for the Low Wind Cost scenario (Figure 3.9).15

Th e model results suggest that only limited additional transmission capacity is required 
under low renewable technology–cost scenarios. As seen in Figure 3.10, the ReEDS model 
shows relatively modest changes in intraregional capacity, suggesting futures in which renew-
able costs fall and capacity increases are unlikely to necessitate substantially more construction 
of new transmission than has taken place in recent years.

Greenhouse-Gas Reductions Across Cases With and Without Caps

Th e largest GHG reductions achieved without imposing constraints on emissions occur from 
the combination scenario, High Renewable-Energy Penetration + Reduced Demand, which 
assumes favorable demand and technology costs. Th is scenario achieves approximately 3.5 bil-
lion tons of cumulative incremental reductions in emissions of GHGs between 2010 and 2030 
compared to the base case. Th is is a reduction of approximately 16 percent from within the 

15 In 2020, no region sees a 1-percent or greater increase in transmission capacity.

Figure 3.7
Additions to U.S. Transmission Capacity, by Region and Scenario, 2030
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Figure 3.8
Comparison of Transmission Capacity Between the Low Wind Cost and Low 
Solar Cost Scenarios, 2030

SOURCE: ReEDS model runs.
RAND RR1286-3.8
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Figure 3.9
Comparison of Total Transmission Build-Outs Between the Low Wind Cost and Low Solar Cost 
Scenarios, by Originating Region, 2030

SOURCE: ReEDS model runs.
RAND RR1286-3.9
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electricity sector. Th e Greenhouse-Gas Emission Cap  +  Reduced Demand scenario, which 
imposes an economy-wide reduction in annual emissions of 40  percent by 2030, reduces 
cumulative emissions to approximately 16.5 billion tons, or approximately 6 billion tons below 
those in the 2030 base case, a 27-percent reduction. Th e gap between cap and noncap scenarios 
is 2.5 billion tons through 2030. By 2050, the gap increases to approximately 15 billion tons.

Factors and Policies That Would Result in Reduced Greenhouse-Gas Emissions Without 
Substantial Cost Increases

Th e ReEDS model analyses suggest that a future U.S. electricity system could see widely dif-
ferent levels of GHG emissions depending on what transpires with technology, energy prices, 
and policies. Most scenarios yield, at most, modest increases in electricity prices. Figure 3.12 
shows electricity prices in 2010 dollars and cumulative GHG emissions (in billions of tons) 
for all single-factor cases and combinations. Points in the upper right have both higher prices 
and larger emissions, while points in the lower left refl ect scenarios in which both prices and 
emissions are relatively low. Most scenarios without strict limits on GHGs achieve only modest 
reductions in emissions. To achieve more-substantial emission reductions under our modeled 
cases, however, requires policies directly focused on reducing emissions, such as the modeled 
40-percent economy-wide GHG cap.

Figure 3.12 shows the performance of scenarios relative to the base case. In the base case, 
annual CO2 emissions from the electricity sector are 2 percent lower in 2030 than in 2010. 

Figure 3.10
Comparison of Transmission Build-Outs Between the Low Wind Cost and Low Solar Cost Scenarios 
Only Within Regions, 2030

SOURCE: ReEDS model runs.
NOTE: The model results shown here are a subset of the results shown in Figure 3.9. The version of ReEDS used
for these analyses models only spur lines for CSP and wind. Intraregional build-outs include only these spur lines;
they do not represent, for example, lines connecting two cities within a same region.
RAND RR1286-3.10
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The largest GHG reductions achieved without imposing constraints on emissions occur from 
the combination scenario, High Renewable-Energy Penetration + Reduced Demand, which 
assumes favorable demand and technology costs. In this scenario, annual CO2 emissions from 
the electricity sector in 2030 are 28 percent lower than in 2010. In contrast, all scenarios that 
include caps on emissions reduce annual CO2 emissions in the electricity sector by 64 percent 
between 2010 and 2030. This gap between capped and uncapped scenarios underscores the 
critical role of aggressive coal retirements in reducing emissions. Further, even under the most 
stressful scenario we tested of reduced availability of conventional sources, the Greenhouse-
Gas Emission Cap + Nuclear Retirements + High Natural Gas Prices scenario, the 64-percent 
reduction in CO2 emissions is accompanied by increased costs to consumers of only around 
6 percent. As with all of these scenarios, we cannot say definitively which are more likely to 
occur, hence the caveat to not take the distribution of performance among the scenarios shown 
in Figure 3.12 as an indicator of likelihood.

Electricity Price Changes Under Different Scenarios

In both the 2030 (Figure 3.13) and 2050 (Figure C.5 in Appendix C) time horizons, the high-
est average price is found in the Greenhouse-Gas Emission Cap + Nuclear Retirement + High 
Natural Gas Prices scenario. In 2030, the highest electricity price is $0.108 per kilowatt-hour 
(6 percent higher than in the base case), and, in 2050, the highest price is $0.115 per kilowatt-
hour (7 percent higher than in the base case), although our results should not be interpreted to 
imply a high level of precision or that relatively low price increases are the most likely outcome.

The price results across all ReEDS runs are similar to historical average prices in the 
United States. Between 2004 and 2013, the annual average electricity price in the United 
States across all sectors was $0.095 per kilowatt-hour, ranging from $0.088 per kilowatt-hour 

Figure 3.11
Comparison of Greenhouse-Gas Emissions in the Power Sector Among the Base Case, the 
Greenhouse-Gas Emission Cap + Reduced Demand Scenario, and High Renewable-Energy 
Penetration + Reduced Demand Scenario

SOURCE: ReEDS model runs; base year of 2005.
RAND RR1286-3.11
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in 2004 to $0.094 per kilowatt-hour in 2013.16 The ReEDS scenario that results in the highest 
price in 2030 ($0.108 per kilowatt-hour) is approximately 14 percent higher than the average 
price between 2004 and 2013. These price effects are broadly consistent with other models, 
including the results from a recent industry-sponsored analysis, which estimated that average 
electricity prices would rise by approximately 12 percent over baseline during the 2017–2030 
period as a result of the proposed Clean Power Plan (National Economic Research Associates 
Economic Consulting, 2014, p. S-6). ReEDS-modeled prices are also in line with results from 
a SWITCH scenario-based analysis of the Western Electricity Coordinating Council system, 
which estimated that, under a GHG-reduction scenario, prices in 2030 would range from 
$0.110 per kilowatt-hour and $0.114 per kilowatt-hour (Nelson et al., 2012, pp. 436–447).

16 All prices are in 2010 dollars, drawn from EIA, 2015.

Figure 3.12
Comparison of Greenhouse-Gas Emissions and Electricity Prices Across All Scenarios 
to 2030
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Prices, Transmission Capacity, and Greenhouse Gases Under Best- and Worst-Case 
Scenarios for Cost-Effective Greenhouse-Gas Reductions

We used ReEDS to run two scenarios that represent the best and worst conditions from the 
perspective of the underlying individual stress factors. The combination scenario Greenhouse-
Gas Emission Cap  +  High Nuclear Retirements  +  High Natural Gas Prices includes the 
40-percent GHG cap, high natural gas prices, and high nuclear retirements; together, these 
constitute a less appealing future, given relatively high costs, but do result in significant GHG 
reductions. In the scenario Greenhouse-Gas Emission Cap + High Renewable-Energy Penetra-
tion + Reduced Demand, the GHG cap is combined with low renewable-resource costs and 
low electricity demand. This is a more optimistic future, in which conditions are favorable to 
achieving significant reductions in GHG emissions.

Because both scenarios include caps on emissions, total emission reductions by 2030 are 
the same. However, implications for electricity costs are quite different. The Greenhouse-Gas 
Emission Cap  +  High Nuclear Retirements  +  High Natural Gas Prices scenario generates 
the highest modeled electricity costs, at $0.108 per kilowatt-hour, while the Greenhouse-Gas 
Emission Cap + High Renewable-Energy Penetration + Reduced Demand scenario achieves 
some of the lowest electricity costs across all scenarios, at just under $0.10 per kilowatt-hour. 
Neither combination scenario puts significant pressure on the transmission system. Although 

Figure 3.13
Comparison of Electricity Prices Across All Scenarios to 2030

SOURCE: ReEDS model runs.
RAND RR1286-3.13
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Greenhouse-Gas Emission Cap + High Nuclear Retirements + High Natural Gas Prices results 
in higher transmission additions than the base case and Greenhouse-Gas Emission Cap + High 
Renewable-Energy Penetration + Reduced Demand produces lower added transmission capac-
ity than the base case, neither deviates from the base case in terms of new transmissions build-
outs by more than 5 percent.

Role, Drivers, and Influence of Electricity Storage

We briefly discuss storage as modeled in ReEDS, although we note that the ReEDS model 
structure does not capture the full value of storage and could lead to underestimates in new 
capacity.17 Under the base case, ReEDS estimates that total installed storage capacity will be 
approximately 22 GW in 2030, which implies almost no new additions to storage over the 
2010–2030 period. Most individual scenarios similarly result in little additional storage capac-
ity, even for scenarios in which technology costs fall for intermittent renewable sources (i.e., 
wind and solar) and even in the case when storage costs were low. Only scenarios that include 
GHG caps lead to substantial additional storage capacity. The Greenhouse-Gas Emission 
Cap + High Nuclear Retirements + High Natural Gas Prices and Greenhouse-Gas Emission 
Cap + High Renewable-Energy Penetration + Reduced Demand scenarios each see additional 
storage capacity of approximately 40 percent over the base case. The cap induces additional 
installed wind and solar capacity, leading to some increases in storage to mitigate effects of 
intermittency.

Resilience

As in Chapter Two, our discussion of power grid resilience was not informed by modeling 
results but rather a literature review by RAND researchers (Willis and Loa, 2015). Despite 
the best efforts of system operators and the engineers they employ, electricity grids sometimes 
fail. Extreme weather events, operator errors, premeditated physical or cyberattacks, and other 
disruptions lead to power outages of varying severity. Depending on the cause of the outage, 
consequences can range from short disruptions of electrical service, such as loss of power in a 
neighborhood caused by the failure of a transformer, to long-duration blackouts affecting an 
entire region, such as the 2003 cascading outage that affected the Northeastern United States 
and Canada.

The grid can be made more resilient to unanticipated outages in several ways, includ-
ing by (1) making it more robust through investments in self-supporting transmission tower 
structures to prevent domino collapse, advanced monitoring and control systems, protective 
substation barriers, and enhanced personnel security; (2) accelerating recovery from an outage 
by adding more linemen, stocking more transformers and other equipment, improving infor-
mation on locations of outages, and other such measures; or (3) improving society’s ability to 
cope with the effects of disruptions to electric service by purchases of generators or measures 
to reduce reliance on power from the grid for key functions (National Research Council of the 
National Academies, 2012; Electric Power Research Institute, 2013; GridWise Alliance, 2013). 

17 ReEDS does not model the distribution grid and is therefore not capable of capturing the value of storage on the dis-
tribution system. Also, ReEDS represents each day using four time slices, which inherently smooths some of the arbitrage 
opportunities that make storage more attractive.
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Government plays an important role on both the prevention and recovery sides of increasing 
resilience. The U.S. Department of Energy funds several research and development (R&D) 
projects targeted at increasing system efficiency, reliability, and resilience. As demonstrated by 
restoration and recovery efforts by federal, state, and local agencies—along with the utilities—
following Hurricane Sandy, government support is a vital component of overall efforts to 
ensure health and safety in the aftermath of major catastrophes.

Recovery times for local outages are typically on the order of minutes or hours, although 
derecho-related power outages result in notably longer restoration times (Hines, Apt, and 
Talukdar, 2009). To reduce the more standard-type outages, utilities trim threatening tree 
limbs, increase underground installation of lines, reinforce overhead lines, and invest in recon-
figurable distribution feeders. Utilities and public service commissions have to balance the 
cost of these measures against the expected reduction in outages when evaluating measures to 
reduce local outages.

Long-duration outages over large geographic areas are much less frequent than local out-
ages, but, when they do occur, they have serious impacts. These disruptions can be triggered by 
storms, such as the 1998 Quebec ice storm, shorts on major transmission lines, or potentially 
through a coordinated attack on the power grid by a savvy adversary. These types of outages 
inflict huge economic losses and disrupt critical services that depend on electricity (Council of 

Figure 3.14
Installed Storage Capacity in 2030

SOURCE: ReEDS model runs.
RAND RR1286-3.14
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Economic Advisers and U.S. Department of Energy Office of Electricity Delivery and Energy 
Reliability, 2013).

Planning for and recovering from these types of outages can be a much more difficult 
task. The events that precipitate such outages are hard to predict, making planning difficult. 
They typically result from failures in the transmission system, which take more time to repair 
than distribution systems. Unplanned shutdown of nuclear plants can also be problematic 
when these events occur, although plants are required to have substantial redundancy and 
independence in their transmission circuits (International Atomic Energy Agency, 2009).

Some events could disrupt the entire U.S. grid, leading to huge costs to U.S. citizens. 
Scientists, engineers, and policymakers have examined the likelihood and potential effects of a 
severe geomagnetic storm resulting from a solar storm. Such a storm could induce large current 
flows that might severely damage high-voltage transformers, leading to voltage collapse and 
resulting in a nationwide power outage. NERC’s GridEx II exercise has investigated whether 
a targeted cyberattack on the entire U.S. grid could lead to the same outcome. In its after-
action report, NERC noted the continued need to improve and increase information-sharing 
and coordination, consider scenarios of simultaneous attack, improve incident response, and 
improve situational awareness (NERC, 2014).

Steps can be taken to protect the grid from solar storms or cyberattacks. In the case of 
geomagnetic storms, adding series capacitors to block geomagnetically induced currents or 
neutral-current blocking devices to the system would limit the damage. But these technologies 
tend to be costly, and there is little consensus on the magnitude or likelihood of such a storm. 
Estimates of the likelihood of a severe solar storm fall in the range of 0.2 to 1 percent per year 
(Nuclear Regulatory Commission, 2012; Royal Academy of Engineering, 2013).

Technology options for mitigating disruptions of all types, but especially suited for wide-
spread and long-duration blackouts, are available. For instance, microgrids that can be isolated 
from the larger grid in the event of a regional or national blackout could be used to ensure 
that key users, such as grocery stores, schools, and police stations, continue to have access to 
power. These microgrids with marginal system upgrades would harness distributed generation, 
distribution automation, controls, and advanced metering infrastructure to deliver power to 
select critical users, although there is a range of options for how the process of selecting criti-
cal users would work in practice (Narayanan and Morgan, 2012, pp. 1183–1193). Microgrids 
have received federal support primarily in the form of R&D funding in such areas as planning, 
design, operations, and control of microgrids. But the legislative and regulatory environment 
makes the creation of microgrids complicated and, in some instances, prohibitive in much of 
the United States. For example, public service commissions have not sorted out how to regu-
late microgrids competitively with larger entities that can capture economies of scale (Hemp-
ling, 2013, p. 412). Utilities and their state public utility commissions seek a balance between 
increasing resilience of their systems and ratepayers’ concerns about affordability. In the end, 
whether the proposed investments are in microgrids or other measures, benefit–cost analyses 
are needed that appropriately value the near- and longer-term costs of regional disruptions and 
the benefits of more-rapid reconstitution of a disabled system (Honorable, 2014).
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Key Findings

• According to the ReEDS model analysis, by 2030, the United States will need an addi-
tion of between 5 and 13 percent over 2010 installed capacity of 82 million MW-miles.

• By 2050, a delayed build-out of the transmission system is projected under the Green-
house-Gas Emission Cap  +  High Renewable-Energy Penetration  +  Reduced Demand 
scenario, and the lowest expansion occurs in the High Renewable-Energy Penetra-
tion + Reduced Demand scenario. Even with lower demand than in the base case, the 
GHG cap forces more transmission to regions where coal-fired plants are retired. Greater 
intermittent renewable capacity imposes higher demand for transmission lines.

• Total costs of installing the new transmission capacity are commensurate with historical 
yearly investments.

• The projected new capacity needs are lower than recent historical capacity additions. In 
2010, the United States installed approximately $10 billion of new capacity, with annual 
installation costs ranging from $3 billion to $13 billion in the past decade.18

• Projected capacity additions are not associated with increases in electricity prices that are 
significantly different from recent historical changes or predicted increases from other 
modeling efforts.

18 Based on the Brattle Group’s analysis of Federal Energy Regulatory Commission Form 1 data compiled in Ventyx’s 
Velocity Suite (Chang, Pfeifenberg, and Hagerty, 2013).

We note that these cost calculations might not be using consistent assumptions (e.g., inclusion of operation and main-
tenance costs).
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CHAPTER FOUR

Natural Gas

Natural gas production in the United States has been rising sharply since the mid-2000s, grow-
ing from 23 trillion cubic feet (Tcf) in 2005 to more than 31 Tcf in 2014 (Figure 4.1). Shale 
gas development, primarily in the Marcellus region, has driven domestic total natural gas pro-
duction to all-time highs, driving down prices and prompting policy discussions about how 
to use newly available supplies. Under the AEO2014 Reference case, natural gas production 
could reach 34 Tcf annually by 2030, an increase of 43 percent over 2012 levels of 24 Tcf. Dry 
natural gas production under the High Oil and Gas Resource case is 5 Tcf higher; at 39 Tcf, 
this projection is 62 percent more than 2012 levels (EIA, 2014a, p. D-15).

To collect, transport, and distribute this natural gas, the U.S. TS&D system might have 
to be expanded. Substantial increases in production, especially in areas of the country that 
have historically not produced at such high levels, will require investment in feeder pipelines 
to connect to the wider natural gas pipeline system. Depending on how new gas supplies are 

Figure 4.1
U.S. Gross Withdrawals of Natural Gas, 1967 to 2013

SOURCE: EIA, 2013d.
RAND RR1286-4.1
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used, large-scale transmission pipelines or conversion of existing pipelines (i.e., to reverse flow 
direction) could be required as well.

Key Issues

The degree of pipeline capacity expansion will depend on the amount and location of gas pro-
duction and where gas supplies are consumed. For example, in a future with a sizable amount 
of liquefied natural gas (LNG) exports, increased pipeline capacity would be needed to move 
gas to exporting regions, primarily the Gulf Coast but also the East Coast. Additionally, if 
lower natural gas prices drive continued increases in consumption from electric power or from 
industry, a different configuration of pipelines would move supplies to demand centers. In 
particular, if U.S. government policy encourages the use of natural gas for transportation, 
increased demand for natural gas from this sector could affect demand for new pipelines and 
their location.1

Performance Metrics

We sought to identify the conditions that have the greatest potential to stress the natural gas 
TS&D system. Accordingly, our analysis focused on two outcome metrics, which capture core 
characteristics of the U.S. natural gas TS&D system through the year 2030. These metrics are 
demand for new transmission and cost of new transmission. We also assessed U.S. industry’s 
capacity to build new pipelines.

Model and Data

We worked with EPSA to identify stressing factors and analyze results from a set of natural 
gas–sector modeling runs, which Deloitte MarketPoint carried out using its World Gas model. 
Appendix A provides a summary of the model characteristics.

Key Uncertainties

We identified scenarios that reflect different futures for U.S. natural gas production and used 
them to assess the potential stresses on the U.S. natural gas TS&D system. In particular, we 
focused on the potential need for and cost of new pipeline capacity in the context of differing 
levels of consumption and prices among plausible futures. Table 4.1 summarizes the scenarios 
employed.

1 EPSA conducted its own analysis of resilience in the natural gas TS&D system.



Natural Gas    45

Scenario Analysis

Circumstances for Increasing Pipeline Capacity

Under the base-case scenario, modeled pipeline capacity additions are approximately 37 Bcfd 
between 2015 and 2030 (Figure 4.2). The High U.S. Demand scenario results in total capac-
ity additions of 50.7 Bcfd between 2015 and 2030. The largest increase occurs in the High 
U.S. Exports of LNG scenario, with total capacity additions of 76.5 Bcfd by 2030. At roughly 
double the pipeline capacity expansion called for under the base case, the High U.S. Exports 
of LNG scenario would require major additional investments.

Relative to recent capacity expansions, none of these scenarios appears particularly chal-
lenging. Between 1998 and 2008, total natural gas pipeline capacity in the United States 
increased by 9.7 Bcfd per year, or a total expansion of approximately 20,000 miles of pipeline 
(Tobin, 2008). In comparison, the base-case scenario results in an average additional capacity 
of 2.5 Bcfd per year, while the High U.S. Exports of LNG scenario yields 5.1 Bcfd per year. 
In short, the rate of capacity expansion in 1998 and 2008 was roughly double that predicted 
under even the most extreme modeled scenario.

Table 4.1
Natural Gas Scenarios

Scenario Parameters Varied Value Description

Base case N/A N/A Base case built around AEO2014 Reference case

High U.S. 
Demand

We assume high domestic demand for natural gas 
across all sectors (except residential), driven by sector 
growth and pressure from carbon prices

Carbon price, in dollars 
per ton

25a

Coal retirements, in 
gigawatts

104 This assumption is broadly consistent with ReEDS 
used for the analysis in Chapter Three. In 2030, ReEDS 
assumes 76 GW of retirements and does not reach 
104 GW in the base case until 2040.

High industrial growth AEO2014 High 
Economic 

Growth case

High transport demand RAND-specified

High U.S. 
Exports of 
LNG

LNG export capacity by 
2030, in billions of cubic 
feet per day

20.4b We assume substantial growth in LNG export capacity 
in the Gulf region consistent with strong international 
demand and conducive U.S. policy. In comparison, the 
base case assumes 9.1 Bcfd in total export capacity.

High Global 
Supply

Shale gas capital costs, 
as a percentage reduced 
from the base case

30 We assume higher global production of natural gas, 
driven by increased gas output outside of the United 
States, including shale gas.

SOURCES: EIA, 2014a; Deloitte MarketPoint World Gas model (see Deloitte MarketPoint, undated).

NOTE: Bcfd = billions of cubic feet per day.
a The carbon price increases at 5 percent per year, beginning in 2020 at a starting price of $31.91 and climbing 
to $51.97 by 2050.
b Export capacity is concentrated in Texas and Louisiana; note that this is an extreme stretch or bounding case 
and is not necessarily considered to be likely.
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Estimated Cost of Pipeline Capacity Additions

The total private costs of constructing added natural gas pipeline capacity depends on many 
factors, including the state or region in which the pipeline is built and the specific geography 
involved, the pipe diameter, and the number of pipeline miles. Assuming a 20-inch average 
pipe diameter and average national costs per mile for this size pipe, the 18,760 miles of pipe-
line estimated under the base case would cost approximately $1.8 million per mile to construct 
(Ortiz, Samaras, and Molina-Perez, 2013, p. 14) or $33.5 billion in 2010 dollars. Under the 
High U.S. Demand scenario, reversing flows of existing pipelines would result in fewer miles 
of new pipeline built than in the High U.S. Exports of LNG scenario. Pipeline reversals would 
reduce costs of building new pipelines below those projected in the High U.S. Exports of LNG 
scenario.2 Pipeline construction would run 17,646 miles and cost approximately $31.5 billion, 
$24 billion less than in the High U.S. Exports of LNG scenario.

Capacity Expansion, by Region

Across all scenarios, the Marcellus region generally experiences the largest increases in pipe-
line capacity, ranging from 9.2 Bcfd in the base case to 10.9 Bcfd in the High U.S. Demand 
scenario. Other regions see relatively small baseline capacity additions, but, under alternative 
scenarios, some do experience major additions. For example, in the Southeast region, pipeline 
capacity grows by 1.4 Bcfd in the base case, but, under the High U.S. Exports of LNG sce-

2 For example, in early 2014, 1.6 Bcfd of natural gas was moving from the Utica and Marcellus production areas using 
pipeline reversals (“Natural Gas to Exit Appalachia on Reversed Mainline Pipes,” 2014).

Figure 4.2
Total Pipeline Capacity Additions, 2015 to 2030

SOURCE: Deloitte MarketPoint, undated.
RAND RR1286-4.2
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nario, the model predicts an additional 9.8 Bcfd of expansion. The San Juan/Permian, Gulf, 
and Mid-Atlantic to West regions are projected to need approximately 5 Bcfd of additional 
capacity under the base case, but only the Gulf region sees substantial additional capacity 
under alternative scenarios. New pipeline capacity in the Gulf region runs 18.8 Bcfd in the 
High U.S. Exports of LNG scenario. In contrast, the Mid-Atlantic to West region sees less 
additional capacity in both the High U.S. Demand and High U.S. Exports of LNG scenarios 
than in the base case. Although some of the capacity additions are larger than in the base case, 
none is particularly large compared with historical capacity additions.

Projections of Pipeline Utilization

Under the assumptions of the base case, national pipeline utilization rates rise from approxi-
mately 50 percent to 62 percent between 2015 and 2030. The alternative scenarios show similar 
increases for the same period, with the High U.S. Demand and High U.S. Exports of LNG 
scenarios reaching 67- and 66-percent capacity utilization rates by 2030, respectively. At the 
national level, none of the alternative scenarios results in significantly higher pipeline capac-
ity utilization rates than the base case. Existing excess pipeline capacity helps explain why the 
model predicts relatively modest increases in new installation of capacity for 2015 through 
2030.

Pipeline capacity utilization rates vary more at the regional level than at the national level, 
but deviations from the base case are still small. The East region is projected to have a capac-

Figure 4.3
National Natural Gas Pipeline Capacity Utilization Rates, 2015 to 2030
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ity utilization rate of approximately 76 percent of pipeline capacity in all scenarios, and the 
Midwest and West regions are almost as stable, below 50 percent and above 80 percent, respec-
tively. In contrast, utilization in the Gulf region is 56 percent of pipeline capacity in the base 
case but rises to 62 and 75 percent in the High U.S. Demand and High U.S. Exports of LNG 
scenarios, respectively. Utilization is highest in the South region in the High U.S. Demand 
scenario, reaching 62 percent in 2030, higher than the 51 percent in the base case.

Key Findings

• Additions to natural gas pipelines under all cases are modest, less than recent additions.
• Increased capacity utilization plays a key role in mitigating demand for new pipelines.
• Reversing pipeline flows also play a role in restraining new-pipeline construction as 

sources of supply and demand shift.
• In all of the scenarios examined, normal pipeline expansion and construction practices 

should be adequate to meet the demand for new pipeline.
• With modest demand for new pipeline capacity, we foresee few pressures that would 

increase the cost of building pipelines.
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CHAPTER FIVE

Implications for Energy Investments and Policy

In the preceding chapters, we show that, from a national perspective, U.S. TS&D systems are 
likely to be relatively robust between now and 2030 under slow-moving stress cases. Poten-
tial future stresses on the various TS&D systems examined in this analysis will be regional in 
nature. However, some vulnerabilities within regions do exist and will require policy attention. 
We also looked at the resilience of the three TS&D systems and identified events in which 
regional disruptions would be possible. In no instance, however, did we identify a plausible 
scenario that would lead to prolonged systemic outages of these systems at a national scale.

Petroleum and Refined-Oil Products

The analysis in Chapter Two indicates that potential future stresses on the various TS&D 
systems examined in this analysis will be regional in nature. The most-immediate stress is on 
the railroads that transport oil out of the Bakken, Eagle Ford, and Permian basins. Pipelines 
are being built in these basins to link them to the mid-American pipeline systems that serve 
the Midwest and South Central United States. However, in the interim, large volumes of oil 
are being transported by rail, causing substantial congestion on rail systems, especially in the 
Upper Midwest. To reduce this congestion, additional pipelines will be needed to move oil out 
of these basins, connecting them more fully to the midcontinent system.

Under most scenarios, currently planned additions to pipeline capacity, coupled with 
existing use of rail, should be sufficient to handle projected increases in output. However, 
in the High Resource scenario with a continued ban on exports, a combination of lack of 
demand for tight light crude and constraints on railroad capacity could lead to shutting in 
some production.

The very large cost differentials between hauling crude by rail versus pipeline (two or 
three times) will lead to continued expansion in crude-oil pipeline capacity. However, large-
scale use of rail to transport crude oil is likely here to stay because of the flexibility that rail 
provides.

Spillage is generally lower when transporting oil by rail than by pipeline, but several high-
profile incidents have raised public concern about transport by rail. In the event of another 
major derailment, especially one involving loss of life, government authorities could impose a 
moratorium on all rail shipments until safety procedures were reviewed and improved. As long 
as such a moratorium is in place, it would severely affect production in the Bakken.
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Implications for Resilience

The crude-oil and refined-oil product TS&D systems are robust in the face of disruptive events. 
Even in the event of substantial damage to the system, such as an earthquake in southern Cali-
fornia or terrorist attack that would severely damage refineries and import terminals in that 
region, supplies would flow relatively soon after the event, albeit at a cost in terms of higher 
prices at the pump (Meade and Molander, 2006).

Electric Power

In none of our scenarios for the electricity TS&D system did we find problems in building, at 
reasonable cost, the additional transmission that would be needed. We did find that demand 
for new transmission was highest in the Low Wind Cost scenario, but, even in that scenario, 
demand for new transmission lines would not be difficult for current industry to satisfy. What 
could be challenging could be the need for improved grid operations to manage a much more 
decentralized and distributed generation system, were that scenario to come to pass.

Implications for Resilience

Extreme weather events, operator errors, premeditated physical or cyberattacks, and other dis-
ruptions can lead to power outages of varying severity. Recovery times for local outages are 
typically on the order of minutes or hours, although some areas do experience outages of one 
or more days; at the national scale, the effects tend to be small. Utilities and public service 
commissions balance the costs of measures to reduce outages against the expected value of 
reductions in outages.

Long-duration outages over large geographic areas are much less frequent than local out-
ages, but, when they do occur, they have serious impacts. For example, a severe geomagnetic 
storm could induce large current flows that might severely damage high-voltage transformers, 
leading to voltage collapse, resulting in a nationwide power outage (Royal Academy of Engi-
neering, 2013). A targeted cyberattack on the entire U.S. grid could potentially lead to the 
same outcome. Steps can be taken to protect the grid from solar storms or cyberattacks, but the 
necessary technologies tend to be costly, and the actual risk is poorly understood. Utilities and 
public service commissions often debate approval of measures to mitigate these risks because 
their value to ratepayers can be difficult to reconcile in the context of low-frequency, disruptive 
events. Federal guidance on valuable resilience-enhancing measures could enhance progress.

Natural Gas

To collect, transport, and distribute increased supplies of natural gas, the U.S. TS&D system 
will have to be expanded. The extent of pipeline capacity expansion will depend on the amount 
of gas produced, its location, and the locations where gas supplies are consumed. In a future 
in which the U.S. government facilitates exports of sizable amounts of LNG, increased pipe-
line capacity would be needed to move gas to exporting regions, primarily the Gulf Coast but 
also the East Coast and coastal Canada. If lower natural gas prices drive continued increases 
in consumption, different configurations of pipelines could be needed to move supplies to 
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demand centers. However, we found no exceptional challenges in building to serve likely new 
demand for natural gas pipelines.
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APPENDIX A

Models Used to Generate Results

The reference scenario for each of the TS&D systems was the Reference case from AEO2014 
(EIA, 2014a). We did not use NEMS; reference cases were model runs that mimicked the 
AEO2014 Reference case; we did not compare any runs directly to AEO2014 NEMS runs. 
Table A.1 summarizes the models that were used to generate results. We did not work with any 
of the models directly but rather submitted requests for specific runs to the EPSA staff, who 
then relayed our requests to the modelers.
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Table A.1
Models Used to Generate Results

Model Description

ORNL TRIM The ORNL TRIM LP model is an international energy and trade model that 
incorporates detailed information on crude production, refineries, and the 
transport infrastructure in the United States.

Ponderosa Crude Flow Model The Ponderosa model is an LP model owned and developed by Ponderosa 
Advisors. It integrates well-level production data, rig activity, type curves, 
and gallons per 1,000 cubic feet–based NGL production breakouts to calculate 
internal rate of return and breakeven costs for wells across the United States. 
Granular assessment of initial production rates, decline curves, and costs make 
the analysis scalable to allow the study of a region, basin, field, geographic 
formation, crude quality, or producer. Ponderosa tracks approximately 250 areas 
in the United States and maintains detailed forecasts and financial metrics for 
each.
An important feature of this model is its ability to calculate the economics 
based on integrated oil, natural gas, and NGL commodity revenue and 
producing streams. When Ponderosa forecasts the production, it forecasts 
the whole well and applies expectations of drilling activity to each of the 
hydrocarbon streams. The result is clear understanding of the impact that 
changing prices and costs have on overall well economics and marginal costs of 
production across the country (Ponderosa Advisors, undated).

ReEDS “ReEDS is a long-term capacity-expansion model for the deployment of electric 
power generation technologies and transmission infrastructure throughout the 
contiguous United States” (NREL, 2014).
“To determine potential expansion of electricity generation, storage, and 
transmission systems throughout the contiguous United States over the 
next several decades, ReEDS chooses the cost-optimal mix of technologies 
that meet all regional electric power demand requirements, based on grid 
reliability (reserve) requirements, technology resource constraints, and policy 
constraints. This cost-minimization routine is performed for each of 23 two-year 
periods from 2006 to 2050. The major outputs of ReEDS include the amount 
of generator capacity and annual generation from each technology, storage 
capacity expansion, transmission capacity expansion, total electric sector costs, 
electricity price, fuel prices, and carbon dioxide (CO2) emissions” (NREL, 2014).

MarketPoint World Gas model “The World Gas Model extends the North American Gas model to account for 
the globalization of the gas industry by LNG technology. The World Gas Model 
is an integrated model of world supply, transportation, shipping, liquefaction, 
regasification, infrastructure, and demand. It is based on the MarketPoint/Altos 
World Gas Trade Model (WGTM) extension to the [North American Regional 
Gas] model, which resulted from the multi-client program begun in 1990 by the 
consulting company that predated MarketPoint/Altos. This model was able to 
help the initial subscribers meet their requirements for price forecasting and 
fundamental analysis as well as the subsequent adopters in later years.
“The World Gas Model simulates local and regional interactions among 
resource supply, field processing, outbound pipelining, liquefaction, shipping, 
regasification, distribution, demand, and interfuel competition. The World 
Gas Model subdivides the world into major regions connected by actual and 
proposed marine shipping routes and pipelines. Competition with oil and 
coal is modeled in each consuming region, producing results that indicate 
what infrastructure is most likely to be constructed in the future. Markets for 
emission credits and their potential impact on energy markets are included” 
(Deloitte MarketPoint, undated).

NOTE: LP = linear programming. NGL = natural gas liquids.
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APPENDIX B

Development of the RAND Low Consumption Case for Oil and 
Refined Products

We constructed the RAND Low Consumption case using the following assumptions regard-
ing the transportation sector:

• We assume a much higher penetration rate of electric light-duty vehicles (LDVs), includ-
ing cars and light trucks, than is found in the AEO2014 cases. In the AEO2014 Refer-
ence case, electric, plug-in electric, hybrid, and natural gas cars account for less than 
10 percent of new-vehicle sales in 2030. Some sources project far greater market-share 
growth rates for electric vehicles (EVs) alone. We adopt the detailed model developed by 
Becker and Sidhu in 2009 for projections of future EV LDV sales (Becker, Sidhu, and 
Tenderich, 2009). We adjust their adoption curve, which is based on the Bass diffusion 
model of new technology adoption, for actual 2014 market penetration and sales of EVs 
(Bass, 1969, pp. 215–227). The resulting projection has the total number of EVs reach 
2.5 million in 2020, which is consistent with the growth rate forecast in other projec-
tions. In this projection, EVs account for 62 percent of new-car sales and 28 percent of the 
total car stock as of 2030. For the purposes of calculation, we consider only fully electric 
vehicles; in the Becker and Sidhu analysis, these vehicles dominate sales and market share 
of AFVs by 2030.

• We adopt the same approach for light trucks, again adjusting for today’s much lower 
penetration. In our projection, EVs account for 45 percent of new light truck sales and 
16 percent of total stock in 2030.

• We assume a much higher penetration rate of compressed natural gas (CNG) and LNG 
freight trucks. Low natural gas prices, if they continue, will provide large incentives to 
convert diesel truck fleets to LNG. There is the potential for stricter fuel-efficiency and 
emission laws and regulations to do the same. We assume that 70 percent of new freight 
truck sales are CNG (for light-medium and medium trucks) or LNG (for heavy trucks) in 
2030, and adopt a similar market-share growth-rate curve to that used for LDVs. In this 
projection, 25 percent of freight trucks use natural gas by 2030.

• We assume that, by 2030, all municipal bus fleets consume CNG. Buses make up a tiny 
sliver, less than 1 percent of refined-oil product consumption, so the overall results are 
robust to changes in this assumption.

• We assume complete conversion of rail and shipping to LNG. The working life of loco-
motives and ships is much longer than road vehicles, so this would be accomplished 
primarily by converting or choosing to replace existing stock. As with buses, rail and 
shipping account for a small fraction of total petroleum consumption (3.1 percent), so 
changes to this assumption would have only a small impact on the final results.
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• We adopt the base-case projections for VMT, fuel efficiency of new cars and light trucks 
that run on refined-oil products, and population growth. Although VMT have been 
decreasing on a per capita basis for years, the Reference case projects roughly flat total 
VMT through 2030. There is some reason to believe that shifting demographics will 
continue to put downward pressure on these numbers, but we do not foresee or have a 
sound basis for projecting dramatic declines that would significantly move the resulting 
projection.
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APPENDIX C

Model Output for Electricity for 2050

Figure C.1
Total U.S. Transmission Capacity, by Scenario, 2050

RAND RR1286-C.1
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Figure C.2
Total U.S. Transmission Capacity, by Region and Scenario, 2050

RAND RR1286-C.2
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Figure C.3
Transmission Capacity Additions Under Renewable-Resource Cost Scenarios
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Figure C.4
Comparison of Transmission Build-Outs Between the Low Cost Wind and Low Cost Solar Scenarios, 
by Region, 2050

RAND RR1286-C.4
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Figure C.5
Comparison of Average Electricity Prices Across All Scenarios, 2050
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